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Disclaimer 

The opinions, findings, and conclusions expressed in this publication are those of the 

authors and not necessarily those of the State of Florida Department of Transportation. 
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UNITS CONVERSION 

APPROXIMATE CONVERSIONS TO SI UNITS 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
LENGTH 

in inches 25.4 millimeters mm 
ft feet 0.305 meters m 
yd yards 0.914 meters m 
mi miles 1.61 kilometers km 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
AREA 

in2 squareinches 645.2 square millimeters mm2 
ft2 squarefeet 0.093 square meters m2 
yd2 square yard 0.836 square meters m2 
ac acres 0.405 hectares ha 

mi2 square miles 2.59 square kilometers km2 
 

SYMBOL 
WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

VOLUME 
fl oz fluid ounces 29.57 milliliters mL 
gal gallons 3.785 liters L 
ft3 cubic feet 0.028 cubic meters m3 
yd3 cubic yards 0.765 cubic meters m3 

NOTE: volumes greater than 1000 L shall be shown in m3 
SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

MASS 
oz ounces 28.35 grams g 
lb pounds 0.454 kilograms kg 
T short tons (2000 lb) 0.907 megagrams (or "metric 

ton") 
Mg (or "t") 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
TEMPERATURE (exact degrees) 

oF Fahrenheit 5 (F-32)/9 
or (F-32)/1.8 

Celsius oC 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
ILLUMINATION 

fc foot-candles 10.76 lux lx 
fl foot-Lamberts 3.426 candela/m2 cd/m2 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
FORCE and PRESSURE or STRESS 

lbf poundforce 4.45 newtons N 
lbf/in2 poundforce per square inch 6.89 kilopascals kPa 
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SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
LENGTH 

mm millimeters 0.039 inches in 
m meters 3.28 feet ft 
m meters 1.09 yards yd 

km kilometers 0.621 miles mi 
SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

AREA 
mm2 square millimeters 0.0016 square inches in2 
m2 square meters 10.764 square feet ft2 
m2 square meters 1.195 square yards yd2 
ha hectares 2.47 acres ac 

km2 square kilometers 0.386 square miles mi2 
SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

VOLUME 
mL milliliters 0.034 fluid ounces fl oz 
L liters 0.264 gallons gal 

m3 cubic meters 35.314 cubic feet ft3 
m3 cubic meters 1.307 cubic yards yd3 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
MASS 

g grams 0.035 ounces oz 
kg kilograms 2.202 pounds lb 

Mg (or "t") megagrams (or "metric ton") 1.103 short tons (2000 lb) T 
SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

TEMPERATURE (exact degrees) 
oC Celsius 1.8C+32 Fahrenheit oF 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
ILLUMINATION 

lx lux 0.0929 foot-candles fc 
cd/m2 candela/m2 0.2919 foot-Lamberts fl 

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 
FORCE and PRESSURE or STRESS 

N newtons 0.225 poundforce lbf 
kPa kilopascals 0.145 poundforce per square 

inch 
lbf/in2 
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EXECUTIVE SUMMARY 

The On-Board Unit (OBU) is integrated into a vehicle for interaction with drivers by displaying 

warnings, issuing alerts, offering automotive services, and managing the communication with a 

vehicle’s surroundings. With these functions, OBU could help alleviate the misjudgment of the 

driver, avoid traffic crashes, and lay out the efficient driving route. However, only a fraction of 

drivers on roads can benefit from OBU implementation becasuse OBU is expensive and currently 

only available in some luxury car models. The research team intends to use smartphones to 

emulate the OBUs for Infrastructure-to-Vehicle (I2V) and Pedestrian-to-Vehicle (P2V) 

applications. To achieve the goal, we developed a system based on the cloud server and 

smartphone and conducted extensive experiments to validate the developed system.  

First, the research team conducted a comprehensive literature review of the existing studies 

and practices that are relevant to the smartphone sensors, data communication, roadside sensors, OBU 

application, etc. Based on the literature review, the important features of smartphone and OBU 

applications were identified for the app development of OBU emulators.  

Subsequently, the preliminary apps were developed to validate the feasibility of using the 

smartphone as the OBU emulator. The developed smartphone apps could collect data from 

smartphone sensors, including GPS, accelerometer, gyroscope, magnetometer, and barometer. 

The cloud server was set up to realize the communication between the developed apps and the 

server. The feasibility was validated based on the two measures: (1) whether the latency of data 

communication could meet the requirement of V2X application; (2) whether batter capacity of 

smartphones could support to use the developed apps.  
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The developed apps and server were further improved to enhance data communication 

and enable the data storage at the server. Multiple methods were proposed to obtain different 

traffic parameters of smartphone users based on the extensive understanding of the smartphone 

data. Numerous experiments were conducted to evaluate the obtained traffic parameters. The 

results suggested that the traffic parameters based on the smartphone data could well reflect users’ 

traffic statuses. Besides, the research team developed a prototype of a real-time pedestrian 

detection system and vehicular queue detection system with an external complementary sensor. 

Two emerging sensors, including LiDAR and camera, were evaluated for detection at fixed 

locations, and the camera was finally selected. The prototype of a real-time detection system was 

set up. Extensive experiments were conducted to evaluate the proposed system. The results 

suggested that the detection system could detect pedestrians and queue statuses with a high 

accuracy. The cloud server was utilized to realize the communication between external video 

sensor and drivers with the developed apps Meanwhile, detection results could be sent to the 

server in real time with a latency less than 200 ms. Hence, the suggested pedestrian detection 

system was able to proactively detect pedestrians in real time even the pedestrians do not have 

the developed apps. Meanwhile, the system could successfully identify the queuing status at 

intersections.  

With the input data from smartphone apps and roadside sensors, the research team 

successfully used smartphone to emulate OBU applications for I2V and P2V warnings. First, the 

I2V applications, including curve warning and queue warning, were developed. Second, the P2V 

applications were developed at intersections under two conditions: (1) both the driver and the 

pedestrian have smartphone apps; (2) the driver has the smartphone app and the pedestrian could 

be proactively detected by the camera in real time. For each condition, three vehicle movements 
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(i.e., driving through, turning left, and turning right) were included. In addition, the P2V 

application were developed at the segment, which could be applied when a pedestrian is difficult 

for a driver to observe. All I2V and P2V applications were validated by conducting a variety of 

experiments. The experiment results suggested that the developed system could identify the 

potential conflicts with high accuracy and send the warning in real time. Through the completed 

tasks, it could be concluded that the research team successfully developed smartphone apps to 

emulate the OBU for the I2V and P2V applications.  

In summary, this project developed smartphone apps as well as the cloud server and set 

up the communication between them to emulate OBU applications. The data of smartphone 

sensors were extensively explored to understand users’ statuses such as location, transportation 

mode, speed, acceleration/deceleration, and turning movement. The camera was used as a 

complementary sensor to proactively detect pedestrians and queue length at intersections. Based 

on all efforts, we developed smartphone apps as the OBU emulators for I2V and P2V applications. 

Various experiments were conducted, and the results validated the developed OBU emulator 

applications.  
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CHAPTER 1. INTRODUCTION 

In-vehicle communication has experienced great expansion in the current Intelligent 

Transportation Systems (ITS). The on-board unit (OBU), which can capture information from 

multiple sensors and manage large amounts of data at high computation speed, has become a main 

solution for in-vehicle communication. An OBU is integrated into a vehicle for interaction with 

drivers by displaying warnings, issuing alerts, offering automotive services, and managing the 

communication with a vehicle’s surroundings. With these functions, an OBU could help alleviate 

the misjudgment of the driver, prevent traffic crashes, and lay out the efficient driving route.  

Many ongoing efforts have been conducted to use OBU for the Infrastructure-to-Vehicle (I2V) 

and Pedestrian-to-Vehicle (P2V) applications. However, only a fraction of the drivers on the road 

could benefit from OBU implementation because an OBU is expensive and currently only 

available in some luxury car models. With the development of smartphone technologies, 

smartphones have many built-in sensors which could reflect user status on the road required by 

the OBU communication. Hence, it is possible to use smartphones as OBU emulators. Given the 

fact that the percentage of smartphone ownership of U.S. adults is around 80%, there could be 

great benefits to use smartphones as OBU emulators for I2V and P2V applications.  

To emulate on-board units (OBUs), it is necessary to set up the smartphone data 

communication. Apps are need that can collect data of smartphone sensors, and a cloud server 

must be set up to allow data communication with smartphone apps. It is necessary to test the 

feasibility of using smartphones as OBU emulators before the start of development. The 

feasibility should be validated through the following aspects:  
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• Whether it is feasible move data from the user to cloud computation and back to 

the user via a smartphone 

• Whether the latency of information flow from the smartphone to the cloud 

computation and vice versa could meet the requirement of I2V and P2V warnings 

in a variety of circumstances  

• Which data should be used to stream information from the apps 

• Whether the battery capacity of smartphones could support the use of the developed 

apps 

The smartphones have many built-in sensors including the exteroceptive (acquiring 

external information such Global Positioning System (GPS), Wi-Fi-based positioning, and 

magnetometers) and proprioceptive (acquiring internal information such accelerometers and 

gyroscopes). The GPS and other positioning technologies could provide vehicle position and 

speed information in real time. Meanwhile, accelerometer and gyroscope could provide three-

dimensional measurements of specific force (non-gravitational acceleration) and angular velocity. 

The sensors could be used to determine other user information such as transportation modes, 

acceleration or deceleration rates, and left- or right-turn movements. It is worth mentioning that 

significant improvement of smartphones’ GPS accuracy is expected in the near future, while the 

data uploading/downloading speeds would also increase significantly when 5G becomes available. 

However, all data sources have limitation in accuracy. Smartphones are highly complex 

microcomputers with more computing power than many early mainframes, but they still are 

limited based on the many factors to the accuracy of information that is provided. While 

validation of individual components has been completed, the ability to combine them to ascertain 

important transportation information has not been fully studied. Hence, studies should be 
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conducted to obtain transportation data based on smartphone sensors and validate the accuracy of 

the data. Building off the findings of the feasibility and the data accuracy validation results, the 

data stream from the road user to the cloud computation need to be optimized by mode. In addition 

to using built-in smartphone sensors, other roadside sensors such as camera could be used to 

provide more information. The sensors could be installed at critical locations such as dangerous 

segments or high-risk intersections. The sensor data are complementary data, which could help 

increase the accuracy and detection rate of smartphone data. With the complementary sensor data, 

road users could be detected proactively, even if they do not have the developed apps.  

OBUs have been applied for I2V and P2V warning under various traffic conditions. In 

this phase, it is not possible to consider all possible conditions. Hence, possible scenarios should 

be predefined. For the I2V warning, two possible test scenarios could be included, i.e., curve 

warning and queue warning. When approaching a sharp curve, a driver may lose control of the 

car and result in a rollover crash. Through the I2V communication, the OBU could warn the driver 

of the curve and the driver can adjust his/her lane control behavior. On the other hand, the driver 

could take an early deceleration to avoid a rear-end crash if a queue warning is delivered through 

the OBU. The potential conflicts between pedestrians and drivers could be at intersections and 

segments. Vehicles of different movement at intersection could hit pedestrians and jaywalking 

pedestrians could get hit by vehicles at segments. The OBU could reduce the risk by warning 

drivers the potential conflicts with pedestrians. These scenarios should be considered in the 

development of OBU-emulator apps. With the data based on smartphone and roadside sensor, the 

potential conflicts could be identified based on measures such as distance and surrogate safety 

measures. Appropriate thresholds to activate the warning message should be carefully determined. 
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It requires to design a framework to get different road users connected, enabling to emulate OBU 

for I2V and P2V warning under different scenarios.  

In summary, our vision is to use smartphones as OBUs emulator for I2V and P2V 

applications. Based on the above discussion, the main objectives of this project are summarized 

as follows:  

1. Review studies and practice about smartphone sensor, data communication, roadside 

sensors, and OBU applications 

2. Test the feasibility of using smartphones as OBU emulators  

3. Explore smartphone sensor data   

4. Test other roadside sensors to proactively detect pedestrians and queue lengths 

5. Develop the smartphone-based OBU emulator for I2V warning 

6. Develop the smartphone-based OBU emulator for P2V warning 

 

Chapters by each task in this research project are as follows:  

• Chapter 1: Introduction  

• Chapter 2: Review of studies about smartphone-based communication and OBU 

applications 

• Chapter 3: Validation of using smartphone as OBU 

• Chapter 4: Validation of the data accuracy and refine data stream  
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• Chapter 5: Development of preliminary smartphone-based I2V application 

• Chapter 6: Development of complementary sensors for P2V application  

• Chapter 7: Development of proactive smartphone-based P2V application  

• Chapter 8: Summary and conclusions  
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CHAPTER 2. REVIEW OF STUDIES ABOUT SMARTPHONE-BASED 
COMMUNICATION AND OBU APPLICATIONS 

Smartphones are becoming more and more popular in recent years, and the percentage of 

smartphone ownership of U.S. adults have increased to 77% by 2018. Meanwhile, smartphones 

are equipped with a variety of sensors which can provide valuable information for the deployment 

of many ITS related applications. With the high penetration rate of smartphones, there could be 

great benefits to use smartphones as On-Board Unit (OBU) emulators for real-time 

communication in vehicles (V2V) and between vehicles and pedestrians (V2P). Since 

smartphones could only provide raw sensor data, it is necessary to develop an application to 

compile and translate sensor data to reflect users’ statuses. Meanwhile, users could receive 

information through the application about their surrounding traffic conditions.   

To ensure the success of the developed application, a comprehensive literature review 

about the smartphone sensor data, data processing and OBUs, is needed. According to the tasks 

in the project scope, the literature review needs to cover the following concepts: 

• Systems aspects related to sensors, energy consumption, cloud computing, vehicle ad hoc-

network, and human-machine interfaces 

• Studies and practices about smartphone-based data analysis including transportation mode 

classification, drivers’ movement identification, and road condition monitoring 

• Existing smartphone applications related to connected vehicles 

• Sensors for detecting road users and communication technologies for the connected 

vehicle 

• OBU applications for the connected vehicle communications  
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2.1. Smartphone Systems 

2.1.1. Smartphone Sensors 

Smartphone sensors are one of the most available resources to collect data for various research 

projects such as traffic safety application. Smartphone sensors can be divided into four categories: 

motion sensors, environmental sensors, position sensors, and connection sensors (Wahlström et 

al., 2017).  

i. Motion Sensors: The sensors measuring the acceleration forces and rotational forces along 

with the three axes of the phone’s coordination.  Sensors include accelerometers, gravity 

sensors, gyroscopes and rotational vector sensors. 

ii. Environmental Sensors: The sensors measuring different attributes of environment, e.g., 

ambient temperature, air pressure, illumination, humidity etc. Sensors include barometer, 

thermometers, and photometers. 

iii. Position Sensors: These sensors measure the physical position of the device. This category 

includes orientation sensors, Global Positioning System (GPS) Sensors, and 

magnetometers. 

iv. Connection Sensors: These sensors enable the smartphone to connect and communicate 

with other devices via various protocols. This category includes Bluetooth, Wireless 

sensors, and Standard cellular connection modules.   

A brief summary of smartphone sensors and their sensing data is shown in Table 1. The 

most frequently used sensors with their sensing data, dimensions of measurements, and units are 

listed. There are some sensors that measure only one-dimension data (e.g., barometer, proximity 

sensor, light sensor, humidity sensors, and temperature sensors) and others measure three-
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dimensional data (e.g., accelerometer, gyroscope, magnetometer, gravity sensor and rotation 

sensor). 

Table 1. List of smartphone sensors with functions (Su, 2017) 

 

 

Wahlström et al (2017) described the smartphone sensors in two categories: exteroceptive 

(e.g., GPS, Global Navigation Satellite System (GNSS), Wi-Fi positioning, Bluetooth positioning 

system) and proprioceptive sensors (e.g., accelerometer, and gyroscope). In iPhone devices, there 

is a built-in black-box feature called Location Services to provide apps with navigation updates. 

The updates are obtained by fusing Wi-Fi, cellular, Bluetooth, and GNSS data. Wi-Fi and cellular 

positioning are mainly used to aid in the initialization of the GNSS receiver. In contrast to 

smartphones from the iPhone series, Android devices enable apps to read GNSS messages in the 

National Marine Electronics Association (NMEA) 1803 standard. The standard includes not only 

GNSS measurements of position, planar speed, and planar course, but also additional information 

such as detailed satellite data. 
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2.1.2. Smartphone Energy Consumptions 

One of the limitations of smartphone-based apps is the battery energy storage capacity of the 

smartphone. Hence, energy consumption by the technology and hardware in smartphone is a key 

factor in the design of new services and applications. Both sensing and processing data require a 

significant level of energy considering the limited energy storage of the smartphone.  The 

selection of sensors and methods to optimize sensing using suitable sampling frequency to 

leverage energy consumption and system performance is one of the primary concerns in 

smartphone-based applications. Data processing energy can be reduced using effective and 

optimized algorithms. In data sensing, Lane et al. (2013) proposed a method called piggyback 

crowd sensing (PCS). In PCS, sensor data is collected by exploiting smartphone app opportunities 

when the smartphone users place call or use applications.  During the time, phone does not need 

to wake up from idle state.  

An important application of smartphone app is Location-Based Service (LBS).  For 

localization, Cellular positioning, Wi-Fi positioning, and GNSS sensors data are usually used. In 

Figure 1(a), the localization accuracy versus energy consumption for these sensors are illustrated. 

Cellular positioning requires minimum energy but maximum localization error, while GNSS 

requires maximum energy but lowest localization error. Hence, exploiting the application 

requirement smartphone can dynamically choose the trade-off between accuracy and energy 

consumption. Energy consumption for the frequently used smartphone embedded sensors is 

illustrated in Figure 1 (b). It is indicated that energy consumption of the camera is very high 

compared with other sensors. Hence, it is necessary to avoid or minimize camera data while 

developing smartphone apps.     
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(a) Tradeoff between localization error and 
energy consumptions at 0.1 Hz for cellular 
positioning, Wi-Fi positioning, and GNSS 

(b) Typical figures of energy 
consumption for smartphone-embedded 

sensors  

Figure 1. Performance of smartphone-embedded sensors (Wahlström et al., 2017) 

2.1.3. Sensors Data Streaming 

Real-time data collection is one of the major functions of transportation agencies to inform 

travelers and provide reliable transportation services. Traffic data providers aggregate real-time 

traffic data from multiple sources, including smartphone, freight fleets, GPS data, etc. To collect 

sensor data, we need to develop (or use open source) smartphone apps based on iOS or Android 

system.  Su (2017) developed a smartphone app to collect sensor data both online and offline for 

travel mode classification. Figure 2 shows the screen shot of their app.  During the data collection, 

user can set the sampling rate. Since the sampling rate is directly related to the energy 

consumption, they set the optimal sampling frequency as default sampling rate. Depending on the 

sampling rate, the signal (Data) quality can vary but latency of the application remains unchanged. 

So, for our project, we can use the default frequency of 16 Hz as presented in (Su, 2017). LTE/4G 

cellular data or Wi-Fi/Bluetooth can be used to stream the data into the server.   
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Figure 2. iPhone App for data collection (Su, 2017) 

2.1.4. Human Machine Interaction (HMI) 

The term HMI encompasses all functionalities that allow a human to interact with a machine. In 

case of HMI, we are mainly interested in the human-smartphone interface. The design of a human-

smartphone interface should include two objectives (Yamabe & Kiyohara, 2014). First, the 

interface should be efficient so that the task of control and monitoring have minimum 

computational effort and human interaction. Second, the interface should be configured to 

minimize driver distraction. Hence, all driver-smartphone communication should be dynamically 

integrated with the driving operations and discourage excessive engagement in secondary tasks. 

Driver distraction due to smartphone usage has become one of the leading factors in fatal and 
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serious injury crashes (Wahlström et al., 2017). Four facets of distracted driving can be identified: 

(i) cognitive distraction which is taking your mind off the road, (ii) visual distraction which is 

taking your eyes off the road, (iii) auditory distraction which is focusing your auditory attention 

on sounds that are unrelated to the traffic environment, and (iv) manual distraction which is taking 

your hands off the wheel (Yamabe & Kiyohara, 2014). Table 4 describes how the activities of 

texting, dialing a phone number, having a conversation on the phone, and delivering voice 

commands relate to different forms of distractions. The activities of texting and dialing are the 

more distractive activities than phone call and voice control. Hence, human-smartphone interface 

should be developed in a way to avoid texting and dialing especially while in driving.   

Table 2. Characteristics of typical forms of smartphone-related driver distractions 
(Wahlström et al., 2017) 

 

Most human-smartphone interfaces are based on visual communication utilizing touch-

based operations and virtual keyboards. The smartphone display may be used for augmented 

reality, i.e., to overlay computer generated graphics onto images of reality. This has been utilized 

in apps such as iOnRoad (Lendino, 2012), which highlights the vehicle’s current lane in a real-

time video shown in the smartphone display. Another apps is Hudway ("HUDWAY Cast -Safe 

Driving "), which creates a head-up display (HUD) based on the existing vehicle technology, by 

reflecting smartphone images in the windshield. The latter technique is particularly valuable in 

low visibility conditions since it enables the driver to see the curvature of the upcoming road 
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overlaid in sharp lines on the windshield. By using the Google and Apple standards Android Auto 

and CarPlay, respectively, any smartphone operation can be directly integrated into the HUD, 

thereby further reducing visual and manual distractions. However, according to predictions, only 

9% of the automobiles on the road in the year 2020 will have a built-in HUD, and consequently, 

there will continue to be a high demand for inexpensive and flexible aftermarket solutions 

(Wahlström et al., 2017). While developing smartphone apps for our project, we can make an 

option to incorporate HUD (if exists) to reduce visual and mental distractions.   

2.1.5. Summary 

A smartphone usually has many built-in sensors, which could provide valuable data for the 

connected-vehicle applications. In this project, to validate the feasibility of using smartphone 

application to emulate the OBU, the following aspects should be considered:  

• The capability of moving data from the smartphone apps to cloud computation and back 

to the smartphone 

• The latency of information flow from the smartphone to the cloud computation and vice 

versa in a variety of circumstances 

• Impact of the smartphone application on the battery life 

• The distraction caused by the application for the drivers  
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2.2. Smartphone-Based Data Analysis 

2.2.1. Smartphone-Based Driver Behavior Detection 

Among smartphone sensors, several of them can provide valuable information for the detection 

of driver behavior. For example, as shown in Figure 3, accelerometer gives the amount of 

acceleration applied to the phone in the (x, y, z) planes, If the smartphone is placed on the same 

plane with the vehicle, the acceleration of y axis can be used to identify acceleration and braking. 

On the other hand, the acceleration of x axis can be applied to detect left turn and right turn. 

Gyroscope measures the rate at which a device rotates around a spatial axis, which is also shown 

in Figure 3. The gyroscope data provide the information regarding lane departure and turning 

events (Eren, et al., 2012). Besides, magnetometer measures the strength of magnetic field which 

can provide the direction of smartphone with respect to the magnetic north (Saiprasertet al., 2013). 

In the end, GPS provides the location of the phone in terms of latitude and longitude. 

 

 

Figure 3. Illustration of accelerometer and gyroscope sensors 
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2.2.2. Methodologies 

Several key factors need to be considered before the detection of driver behavior, which include 

the choice of sensors, the choice of axes, and the methods of data pre-possessing. 

(1) Sensor Selection 

Two strategies are available for sensor selection, i.e., single sensor and sensor-fusion. Single 

sensor can provide valuable information for detecting driver behavior. For example, the 

gyroscope can detect aggressive turning and aggressive braking. The accelerometer can detect 

aggressive acceleration and aggressive lane changing behaviors (Ferreira et al., 2017).  

Sensor-fusion combines different sensor data to detect driver behavior. For example, 

gyroscope signal is the indication of vehicle turning movement, while we can get a more accurate 

reading of device altitude(orientation) by using the accelerometer and magnetometer in 

conjunction with the gyroscope. Johnson and Trivedi (2011) found sensor-fusion strategy could 

increase the accuracy of detecting U-turn compared to use only either accelerometer or gyroscope 

data. Besides, GPS and accelerometer data fusion can be used to improve the accuracy of speed 

estimation (Chowdhuryet al., 2014). 

(2) Axis Selection 

Generally, there are three axes, x, y and z for accelerometer, magnetometer and gyroscope. GPS 

has two axes, longitude and latitude. However, the x axis values of magnetometer are always 0 

or close after translated to Earth’s coordinate system. Hence, usually there is no magnetometer_x 

data set. Besides, more accurate detection results could be obtained by using all sensor axes to 

detect driver behavior than using a single axis. The only exception is the z axis of the gyroscope 

which can best detect aggressive left turns solely (Ferreira et al., 2017). 
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(3) Data Pre-possessing Methods  

First, the orientation of a smartphone needs to be corrected with the respect of the orientation of 

the vehicle. Vlahogianni and Barmpounakis (2017) developed a dynamically updated 

reorientation algorithm based on Euler rotation theorem, which can be applied to accelerometer, 

gyroscope, and GPS sensor data. Similarly, Johnson and Trivedi (2011) also used gyroscope, 

accelerometer and magnetometer to find the Euler rotation (yaw, pitch, and roll) from a reference 

attitude.  

Second, the raw sensor data suffer from multiple noise effects and are influenced by 

gravity component (Vlahogianni & Barmpounakis, 2017). Allan deviation can be used for 

estimating and compensating the noise of accelerometer data (Chowdhury et al., 2014). Besides, 

moving average filter (SMAF), dynamic exponential smoothing filter (DESF), Gaussian filter 

(GF) and band pass filter (BDF) can also be used as filters to smooth the sensor data (Eren et al., 

2012; Singh et al., 2017; Yu et al., 2017). 

2.2.3. Detection Algorithms 

Generally, driver behavior detection is a classification problem. Several methods can be applied, 

including rule-based methods and machine learning methods. 

(1) Rule-based Methods 

For rule-based methods, diver behavior could be classified based on certain values. For example, 

acceleration, braking and left/right turn, are considered as violations of thresholds imposed on 

vehicle acceleration of different axes (Paefgen et al., 2012). Moreover, left/right turn can also be 

detected according to certain constrains on heading, which can be obtained from GPS sensor 

(Saiprasert et al., 2013). However, Saiprasert et al. (2013) found rule-based method was not 

accurate enough compared to dynamic time warping (DTW). The main reason may be that rule-
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based methods are not flexible as the thresholds are manually set. Thus, Vlahogianni and 

Barmpounakis (2017) provided a better rule-based method, which could find the optimum 

threshold values according to rough set theory.  

(2) Machine Learning Methods 

Machine learning methods are also crucial for detecting driver behavior (Lu et al., 2018), which 

include Random Forest (RF), Support Vector Machines (SVM), Neural Network (NN), K Nearest 

Neighbor (KNN), Decision Tree (DT), and Bayesian Network (BN). 

The DTW algorithm has been widely used in many studies. The main function of this 

algorithm is to compute the similarity of each event with template event. Eren et al. (2012) applied 

DTW and Bayesian classification to estimate the probability of safe or unsafe drive, which had 

higher accuracy than RF and hidden Markov models. Johnson and Trivedi (2011) proposed a 

DTW-based driver profile algorithm by using smartphone sensors including GPS and camera. 

The study evaluated the performance of different sensor fusion sets to detect lateral and 

longitudinal movements. After evaluating over 200 driving events, the authors showed that the 

sensor fusion set could provide the best classification performance using DTW. The performance 

of different machine learning algorithms has been compared in several studies. Ferreira et al. 

(2017) chose Artificial Neural Network (ANN), SVM, RF and BN to compare their performance 

on the classification of different driver behavior. RF was proved as the best algorithm which had 

the highest area under the ROC curve (AUC) value, followed by ANN. Similarly, Lu et al. (2018) 

compared the performance of RF, Naïve Bayes, DT, KNN, and SVM for detecting stopping, 

going straight, turning left and turning right. Results shown the RF had highest accuracy of 

98.95%. Jiadi Yu et al. (2017) applied SVM and NN to detect abnormal drive behavior, including 

weaving, swerving, fast U-turn, and etc. The accuracy of SVM and NN were 95.36% and 96.88%, 
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respectively. In the end, all the detailed information of the above methods is summarized in Table 

3. 

Table 3. Detailed information of driver behavior detection methods 

Reference Sensors Methods Driver Behavior Results 

(Paefgen et al., 
2012) 

Accelerometer, 
Gyroscope 

GPS 
Rule-based Acceleration, Braking, 

Left/Right Turn 
Smartphone detects more 
events than IMU 

(Vlahogianni 
and 

Barmpounakis, 
2017) 

Accelerometer 
Gyroscope 

GPS 
Rule-based 

Harsh braking, Harsh 
acceleration, Right hash 

cornering, Left hash 
cornering 

Precision reached up to 
96.7% 

(Saiprasert et 
al., 2013) 

Accelerometer 
Magnetometer 

GPS 

Rule-based 
DTW 

Right/left turn, Right/left 
lane change, Braking, 

Acceleration 

DTW has higher accuracy 
than rule-based method 

(Eren et al., 
2012) 

Accelerometer 
Gyroscope 

Magnetometer 

Bayesian 
Classification 

DTW 
Safe driving, Unsafe driving Correctly Classified 

Instances by 93.3% 

(Johnson and 
Trivedi, 2011) 

Accelerometer 
Gyroscope 

Magnetometer 
GPS 

Video 

DTW 

Left/Right turn, U-turn, 
Acceleration, Braking, 

Swerve, Device removal, 
Excessive speed 

Precision reached up to 91% 

(Ferreira et al., 
2017) 

Accelerometer 
Magnetometer, 

Gyroscope 
Linear 

Acceleration 

ANN 
SVM 
RF 
BN 

Aggressive braking, 
Aggressive acceleration, 

Aggressive left/right turn, 
Aggressive left/right lane, 
changing, Non-aggressive, 

events 

RF has the highest accuracy 
 

(Yu et al., 
2017) 

Accelerometer 
Orientation 

SVM 
NN 

Weaving, Swerving, Side 
slipping, Fast U-turn, 

Turning with a wide radius, 
Sudden braking 

The accuracy of SVM 
reached up to 95.36% while 
neural network has accuracy 
of 96.88% 

(Lu et al., 
2018) 

Accelerometer 
Magnetometer, 

Gyroscope 

RF 
Naïve Bayes 

DT 
KNN 
SVM 

Stopping, Going straight, 
Left/Right turn 

 
RF has highest accuracy 

2.2.4. Accuracy of Smartphones 

Only few studies have been conducted to compare the accuracy and reliability of smartphone-

based collected data to other sources of information such as fixed GPS devices and Inertial 

Measurement Units (IMUs). Paefgen et al. (2012) conducted a study of driving events detection 

to compare the performance of smartphones and On-Board Diagnostics (OBD). Results 
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confirmed the correlation between the events detected by smartphones and ODB devices. 

Smartphones were found to overestimate critical events when compared to OBDs, whereas 

roadway conditions and smartphone’s positions could significantly affect the performance of 

smartphones. Saiprasert et al. (2013) showed that speed data from smartphone were as accurate 

as the values from car’s speedometer with a speed offset of approximately 4 km/h. Data fusion 

algorithms were developed in the previous studies (Chowdhury et al., 2014; Ghose et al., 2016) 

based on GPS and inertial collected data to infer the speed of a vehicle. It was concluded that the 

estimated speed is comparable to the OBD based tachometer readings. 

Smartphones have several limits compared to OBDs. For example, pose uncertainties and 

other noise-inducing factors make smartphone be potentially less reliable as sensor platforms. 

Moreover, the mobile measurements tend to overestimate critical driving events, possibly due to 

deviation from the calibrated initial device pose, and road type is a significant factor that is not 

considered in most current state-of-the-art implementations (Paefgen et al., 2012). Besides, 

Vlahogianni and Barmpounakis (2017) found smartphone sensors would get triggered by mobile 

phone usage while driving, which could affect the event detection process and the critical events’ 

threshold values.  

2.2.5. Battery-Saving Strategies 

Battery consumption is another concern for the implementation of the driver behavior detection 

system, especially for the GPS sensor, since it has a high battery consumption. Generally, 

accelerometer consumes much less power than the GPS receiver, and battery depletion rate 

increases with the frequency of sensor readings (Prelipcean et al., 2014). Moreover, other studies 

(Ben Abdesslem et al., 2009; Prelipcean et al., 2014) showed that it would consume more power 
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than the normal situation if the GPS sensor was running and there were not enough visible 

satellites (fewer than 3 visible satellites). 

Several approaches can be applied as battery saving strategies. First, the detection system 

only requires GPS data when a vehicle is moving (Oshin et al., 2012). Second, from a sensor-

fusion point of view, the combination of accelerometer and GPS can also reduce battery 

consumption, which requires the absolute position correction using GPS signals at frequent 

intervals (Lin et al., 2014). Third, Bareth and Kupper (2011) proposed a hierarchical approach 

which utilizes either the cellular network, Wi-Fi network, or GPS according to specific situations. 

For example, it is not recommended to use Wi-Fi in rural areas because of its low accuracy. Fourth, 

Zhuang et al. (2010) applied a Sensing Piggybacking strategy to the vehicle location problem, 

which can share the GPS sensor data between different applications. This method decreases the 

number of GPS invocations and saves battery power accordingly. The last approach can reduce 

battery consumption by transferring the computationally intensive calculations from the 

smartphone to the cloud, depending on the mobile network capacity and available bandwidth 

(Akherfi et al., 2018;  Liu et al., 2016a).  

2.2.6. Smartphone-Based Transportation Mode Classification 

Cellular positioning was used for mobile-based transportation mode classification in previous 

studies while a GNSS receiver and accelerometers were used more recently (Oshin et al., 2012). 

Motorized transportation modes are more likely to change direction than non-motorized modes. 

Distribution of mean absolute accelerations can be expected to be very different for trains, cars, 

and buses. Cars are more prone to be involved in quick driving maneuvers. Public transport tends 

to make a larger number of stops per driving kilometer. Also, semantic information such as home 
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and work location or information on behavior models can be used for transportation mode 

identification. Several smartphone sensors such as gyroscope, accelerometer, and GPS have been 

used to classify the transportation modes.  

Eftekhari and Ghatee (2016) used gyroscope to identify motorized and non-motorized 

modes. They also used accelerometer to detect stationary states in either non-motorized mode or 

motorized mode. Gyroscope sensor could provide three values 𝑔𝑔𝑥𝑥𝑡𝑡 ,𝑔𝑔𝑦𝑦𝑡𝑡 ,𝑔𝑔𝑧𝑧𝑡𝑡 corresponding to the 

angular velocity of the smartphone in x, y and z axes in the time sample t, respectively. The new 

feature 𝐺𝐺𝜇𝜇𝜇𝜇 was defined in the following equation: 

𝐺𝐺𝜇𝜇𝜇𝜇 =
1
6
� �𝑔𝑔𝑥𝑥𝑡𝑡2 + 𝑔𝑔𝑦𝑦𝑡𝑡2 + 𝑔𝑔𝑧𝑧𝑡𝑡2

2
3𝜇𝜇+5

𝑡𝑡=3𝜇𝜇

 

As shown in Figure 4, 𝐺𝐺𝜇𝜇𝜇𝜇 was the value for the moving status in the motorized and non-

motorized modes. The moving status of the non-motorized mode was determined by applying 

appropriate threshold 𝜃𝜃 for 𝐺𝐺𝜇𝜇𝜇𝜇. 

 
Figure 4. Values of  𝑮𝑮𝝁𝝁𝝁𝝁 in the moving status in motorized and non-motorized modes 

(Eftekhari & Ghatee, 2016) 

As Figure 5 Figure 5. Threshold based on distribution function (Eftekhari & Ghatee, 

2016)shows threshold 𝜃𝜃 was determined by mean and the standard deviation values from the best-

fit distribution function in each dataset. 
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Figure 5. Threshold based on distribution function (Eftekhari & Ghatee, 2016) 

Xiao et al. (2012) designed a transportation mode detection algorithm derived from GPS, 

GSM, and accelerometer data. Positions within a moving time window not smaller than a 

threshold could be clustered into a stop, and transportation mode between stops could be 

identified. Semanjski and Gautama (2016) used GPS position, duration of trip, distance covered, 

user id and timestamps by means of SVM to perform the classification. Biljecki et al. (2013) 

described a novel algorithm by means of GPS data each as a single segmentation.  Trajectories 

were extracted from GPS data and broken into single-journey segments. The MF value was 

defined as membership function for every transportation mode. As shown in Figure 6, a 

classification approach was used to generate a hierarchy. 
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Figure 6. Flowchart of the implementation of the prototype (Biljecki et al., 2013) 

Fang et al. (2016) used a database collected by HTC Company since 2012, involving 224 

volunteers of 10 transportation modes. The paper classified motorized modes (motorcycle, car, 

bus, metro, train, and HSR) as single mode, i.e., on a vehicle. The rest were divided into still, 

walking, running, biking. As Figure 7 shows, various machine learning approach were used. 

Results showed that the proposed features could enhance accuracy, in which the SVM algorithm 

provided the best performance in classification accuracy whereas it consumed the largest 

prediction time. 
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(a) Average of accelerometer’s magnitude) (b) Standard deviation of magnetometer’s 

magnitude 

  
(c) Horizontal section (X-Z plane) of the 

accelerometer’s magnitude (d) Average of magnetic instant change 

Figure 7.  A typical added feature and comparison with an original one in transportation 
mode (Fang et al., 2016) 

Tian et al. (2014) proposed a pedestrian dead reckoning (PDR) based navigation algorithm 

to update pedestrian’s location information by using the magnetic, angular rate and gravity 

(MARG) sensors, all of which are equipped in existing commercial smartphone. The proposed 

navigation algorithm consists of step detection, stride length estimation, and heading estimation.  

Kang and Han (2014) showed the step detection and stride length estimation consists of 

detecting the peak point of pedestrian movement using the accelerometer on pedestrian’s smart 

devices. Consequently, the algorithm calculated the step number. The basic model for the PDR 

algorithm is shown in Figure 8. 
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Figure 8. Basic model for the PDR algorithm (Tian et al., 2014) 

Starting from the user’s initial position (𝑥𝑥0, 𝑦𝑦0) , the next position (𝑥𝑥1, 𝑦𝑦1)  can be 

calculated by utilizing the heading angle 𝜃𝜃1 and the displacement 𝑑𝑑1. And the pedestrian’s 𝑘𝑘th 

position are calculated as shown below. 

⎩
⎪
⎨

⎪
⎧𝑥𝑥𝑘𝑘 = 𝑥𝑥0 + �𝑑𝑑𝑖𝑖 cos 𝜃𝜃𝑖𝑖

𝑘𝑘

𝑖𝑖=1

𝑦𝑦𝑘𝑘 = 𝑦𝑦0 + �𝑑𝑑𝑖𝑖 sin𝜃𝜃𝑖𝑖

𝑘𝑘

𝑖𝑖=1

 

where 𝜃𝜃𝑖𝑖 and 𝑑𝑑𝑖𝑖 (𝑖𝑖 = 1, … ,𝑘𝑘) stand for the heading angle and the stride length of step 𝑖𝑖. 

A quaternion-based extended Kalman filter (EKF) is introduced to determine the user’s 

heading direction for each step (Chen et al., 2015). First, the algorithm uses the three-axis 

gyroscope to measure the angular velocities of the smartphone. In these experiments, the attitude 

angles collected from the gyroscope may start from incorrect initial conditions (Valérie & 

Combettes, 2014). And when either the accelerometer is not stationary, or the magnetometer is 
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exposed to interferences, the accumulated errors by the gyroscope measurement noise and the 

absolute attitude angles from magnetometer/accelerometer could provide an incorrect estimation 

on the heading angle. Therefore, the integration of gyroscope, accelerometer and the 

magnetometer for the calculation of attitude angles can effectively improve the heading precision 

(Deng et al., 2015). That’s where the extended Kalman filter is applied to merge all the sensors’ 

information to obtain an accurate estimation on attitude angles. The EKF model is shown as: 

� 𝑋𝑋𝑘𝑘+1 = 𝐹𝐹𝑋𝑋𝑘𝑘  +  𝑊𝑊𝑘𝑘
        𝑍𝑍𝑘𝑘+1 = 𝐻𝐻𝑋𝑋𝑘𝑘+1  +  𝑉𝑉𝑘𝑘+1

 

Tian et al. (2014) showed that the proposed EKF can provide more accurate and stable 

estimation of pedestrian heading compared to conventional attitude fusion methods, such as 

gradient descent algorithm (GDA), especially in the environment where the magnetic disturbance 

exists. 

2.2.7. Smartphone Application Development for Transportation 

2.2.7.1. Congested Traffic Condition Detection 

According to Bhoraskar et al. (2012), frequently braking indicated congested traffic conditions. 

Also, magnetometer could be used to find horizontal orientation for axes reorientation instead of 

waiting for braking events.  

Yu et al. (2016) proposed a system called SenSpeed to estimate the vehicle speed using 

accelerometer and gyroscope. Speed could be calculated from integral of the acceleration data 

over time. However, due to engine vibrations and white noise, the accumulative errors caused 

large deviations from the true speed of the vehicle. Thus, this system took turns, stops and uneven 
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road segments as reference points to eliminate acceleration errors. The experiment result 

demonstrated that SenSpeed was accurate and robust in real driving environments. 

Yoon et al. (2007) proposed a method using GPS location data to identify traffic condition. 

After getting GPS data of spatio-temporal traffic status, traffic patterns on each road traffic states 

in a road-specific manner could be identified. Two experiments showed this system achieved over 

90% accuracy, as Figure 9 showed, when there was a construction work in the experimental area, 

temporal and spatial speed got some significant changes.  Figure 9(a) presents the cumulative 

time-location plot, Figure 9(b) shows the spatio-temporal traffic status plot using above algorithm, 

and Figure 9(c) the relative traffic status and the percentile from past data. 

 
Figure 9. Detection of unusual traffic status on a road segment (Yoon et al., 2007) 

2.2.7.2. Accident Detection 

In Nericell system developed by Microsoft, accelerometer, microphone, GPS and GSM radio 

were used to detect bumps, potholes, braking and honking, in which case there might exist 

congested road ahead. Then the information was aggregated to annotate traffic map. This system 

helps to find a relatively stress-free route for users (Mohan et al., 2008). 



28 
 

In another App called WreckWatch, smartphones automatically detected traffic accidents 

using accelerometers and acoustic data, then notified central server after an accident immediately 

(White et al., 2011). 

Base on road acoustics, noise signals such as tire noise, engine noise, engine idling noise, 

occasional honks and air turbulence noise of multiple vehicles were used to discriminate between 

the different traffic density states (Tyagi et al., 2012). 

2.2.8. APP Development 

An APP called WalkSafe is a pedestrian safety app for mobile phone users who walk and talk 

while crossing roads. WalkSafe can be activated during phone calls. It uses back camera and 

accelerometer sensors in smartphones and classification pipeline to alert users of unsafe cars 

approaching them. 

The training process was offline. It used Gentle AdaBoost algorithm with CART decision 

tree and simple tree stump models. Online detection process contained camera sampling, 

preprocessing, and pre-trained model to do vehicle detection and alert sending. Accelerometer 

was used to identify orientation of the mobile phones, in order to make the test image aligned to 

the direction of gravity (Wang et al., 2012). 

To evaluate the performance of this APP, cropped car front views, rear-view images and 

Google Street View images were selected to split as training set and testing set. The mobile phone 

was held by a pedestrian standing at the side of the street. The test results are shown in Table 4. 

The image preprocessing was done locally instead of in the cloud due to the limited latency of 

transmission speed. So, the algorithm took up about 15% of the mobile phone (Nexus One). 

 

https://code.google.com/archive/p/vtnetapps/
https://code.google.com/archive/p/vtnetapps/
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Table 4. A 30-minute WalkSafe car detection experiments in real world (Wang et al., 2012). 

 
There is a project led by Collaborative Sciences Center for Road Safety (CSCRS). This 

research project aims at developing an Android mobile app to alert pedestrian when they are near 

areas of high traffic density, including the presence of autonomous vehicles and when it is unsafe 

to cross the street. Also explore how the arrival of vehicle-to-vehicle services can improve upon 

the base case. The goal will be to measure the effectiveness of the app as an alerting and warning 

system for distracted users. 

Samsung has a walking app that alerts distracted pedestrians when they’re about to bump 

into a wall or cross at a red light. Though it is unknown which part of smartphone sensor this app 

makes use of, it can send alerts to users that they are using phone while walking and detect vehicle 

horns to alert users about nearby cars. 

Liu et al. (2016b) proposes a framework only utilizes the smartphone (similarly, using the 

accelerometer, gyroscope, GPS) to sense the surrounding events and provides alerts to drivers. 

Local device location, speed and travel direction information can be broadcast (Chandra 

et al., 2007) to calculate its direction vector. Using these direction vectors and local information, 

a logical map can be generated as shown below. Various pedestrians’ and vehicles’ vectors can 

be compared to determine the potential conflict at a point on the logical map at the same time. If 

a possibility of collision in their future travel paths is determined, using the speed and location 

https://www.roadsafety.unc.edu/research/projects/2017r7/
https://thenextweb.com/apps/2017/06/28/samsung-walk-mode-pedestrian-app/
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information, the estimated time to collision (ETC) will be calculated. Time to register an alert for 

a vulnerable road user is around 1 to 2 seconds (Renaudin et al., 2013). Using calculated ETC 

and comparing it to a pre-set threshold table can determine whether an emergency alert should be 

pushed to drivers and pedestrians. 

2.2.9. Summary 

This section has reviewed the existing studies about driver behavior detection and transportation 

mode classification based on smartphone sensors. Several key issues can be concluded. First, 

accelerometer, gyroscope are the two fundamental sensors for the detection of abnormal driver 

behavior, such as aggressive right/left turn, aggressive acceleration/breaking, U-turn, etc. In 

addition, it is better to use all three axes of the two sensors. Second, sensor-fusion is a better 

method than using single sensor. Third, raw sensor data need some pre-possessing approaches 

such as reorientation and filtering. Rough set theory can make the rule-based method to become 

more accurate and flexible, and random forest is more accurate than other machine learning 

methods. Also, to classify transportation modes, different sensor data should be used including 

accelerometer, magnetometer, gyroscope, and GPS. Finally, the smartphone data could also be 

used for traffic condition and crash detection, which could be used for developing warning 

messages.  

2.3. Detection Sensors and Communication Technology 

In practice, the major sensors used to detect different transportation modes are LiDAR, cameras, 

etc. In the following sections, the LiDAR vendors are summarized. The detection and tracking 

methods by using LiDAR or camera are reviewed. In addition, the different communication 

technologies for the connected vehicle are also reviewed.  
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2.3.1. LiDAR Vendors and Products 

LiDAR is an exceptional device as it can literally provide a 3D view of the world as the infrared 

pulses bounce off surrounding objects and return to the sensor with precise distance 

information. Because the pulses are so close, the speed at which objects are moving relative to 

the vehicle is easily calculated. Currently, the major LiDAR vendors are as follows:  

• Quanergy 

• Velodyne 

• LeddarTech 

• Continental 

• Luminar Technologies 

• Innoviz Technologies 

• Trilumina 

• Phantom Intelligence 

• Oryx Vision 

More discussion on Quanergy, Velodyne and LeddarTech is included here because of their 

rich product variety, strong market presence, and applications. Luminar Technologies has 

industry in Silicon Valley and in Orlando, but their products are not very suitable for the specific 

application of vehicle and pedestrian detection from a single point.  

2.3.1.1. Quanergy LiDARs 

Quanergy, headquartered in Silicon Valley, is the World’s Leading Provider of LiDAR-based 

Smart Sensing Solutions. Quanergy provides a sensing system including three components: 

sensors, software platform, and processing unit. Three types of LiDAR sensors are provided 

including S3-8, M8, and S3-1. 
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The appearance of S3-8 is shown in Figure 10. S3-8 contains no moving parts on either 

the macro or micro scale. The sensor contains three main components including emitter, receiver, 

and processor. Here, optical phased array technology enables electronic beam steering. Electronic 

beam formation and steering are achieved by interference among light beams emitted from a large 

number of phase-controlled optical antenna elements. Through the interaction of three major 

components, the S3-8 generates half a million data points per second. The directional beam, 

formed by interference, hits a target and is received and processed to measure the Time of Flight 

that gives the precise distance. It can provide real-time 3D object detection, classification, and 

tracking ("S3-8 LiDAR"). 

 
Figure 10. Quanergy LiDAR S3-8 

As shown in Figure 11 , M8 is a 360-degree long range LiDAR sensor enabling ubiquitous 

uses of smart sensing in dynamic situations-made and tested for 3D mapping, security, and harsh 

industrial environments. The M8 sensor’s small design works well both in day and night with no 

IR Infra-Red signature needed. Also, it can work in any weather condition. Multiple laser beams 

and Time-of-Flight (TOF) depth perception develop 3D point clouds for spatial sensing. The M8 

has a detection range that exceeds 200 meters on high reflectivity surfaces. At 400 feet, the sensor 
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can map almost any surface, including low reflectivity ones.  The high performance makes it an 

ideal scanner for UAV mapping applications ("M8 LiDAR"). 

 
Figure 11. Quanergy LiDAR M8 

The S3-1 is a small LiDAR sensor (Figure 12) with a range over 100 meters. This solid-

state sensor is ideal for applications requiring object detection at long range including drones, 

intelligent robotics, security, smart spaces, and industrial automation. For drones, payload and 

battery runtime benefit greatly from these compact sensors (S3-1 LiDAR). 
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Figure 12. Quanergy LiDAR S3-1 

Qortex is Quanergy's core perception software platform which serves as the main 

technology framework for LiDAR sensor perception. This software is compatible with 

Quanergy’s LiDAR sensors. The platform is shown in Figure 13.  

 
Figure 13. Qortex interface 
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The three primary functional building blocks of the platform are object detection, tracking, 

and classification. When integrated with Quanergy’s LiDAR sensors, Qortex provides the 

necessary information in real time, which could give vehicles an advanced perception of their 

environment. Qortex also offers a solution package to address smart city applications such as 

counting vehicles across multiple lanes, tracking vehicles across intersections, detecting 

pedestrians, and DSRC communication of obstacles and road hazards("Qortex,"). 

The last component of the system that needs to be considered is the central processing 

unit, known as the Quanergy Processing Unit (QPU). The QPU comes into two varieties, the 

QPU-L7 and the QPU-Mini (Figure 14). The units could vary based on processing power, which 

limits the maximum number of sensors each device can handle. 

  

(a) QPU L7 (b) QPU Mini 

Figure 14. QPU unit 

The QPU is a portable computer with software pre-installed for sensor operation, data 

collection, and running other Quanergy applications. The QPU can manage up to four of 

Quanergy’s M8 LiDAR sensors in applications related to transportation, industrial automation, 

3D mapping, and security. The QPU is designed to be used in a complete system involving other 

essential Quanergy parts including:   
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• 19 VDC QPU power supply with cables connecting to wall power and to 12 VDC car power 

outlet  

• M8 sensor, with IP69K-rated ingress protection from dust and water  

• 24 V AC/DC sensor power adapter with cable connecting to wall power  

• Base plate: pre-attached to the sensor with four screws  

• 3-foot sensor cable: wired into sensor, with other end IP67-rated dust/waterproof connector  

• Sensor interface cable: one end an IP67-rated connector, the other end subdivided into:  

 – Ethernet sub-cable with RJ45 connector (attaches to network port of QPU)  

– Power sub-cable with ferrule connector (attaches to 24 V power supply)  

– A sub-cable with M12 3-pin connector (attaches to PPS, NMEA, and ground)  

 To complete the system, users also need to provide:  

• Preferred mouse + keyboard + monitor  

• Power source (100-240 VAC or 12 VDC)  

• Mounting surface (e.g., vehicle grill-height platform or camera tripod). 

2.3.1.2. Velodyne LiDARs 

Founded in 1983, Silicon Valley-based Velodyne is regarded as a LiDAR pioneer after developing 

some of the first LiDAR sensors for industrial systems. Five sensor types are provided by 

Velodyne including VLS-128, ULTRA PUCK, HDL-32E, HDL-64E, and VLP-16. The summary 

of the different sensors is presented in Table 5. Velodyne LiDARs are suitable for use in 

autonomous vehicles, industry equipment, 3D mapping and surveillance.  
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Table 5. Velodyne LiDARs 

Types Product Appearance Description 

VLS-128 

 

This device is especially built for autonomous 
vehicle applications. It provides real-time 3D data 
up to 0.1-degree vertical and horizontal resolution 
with up to 300-meter range and 360° surround 
view. 
 

ULTRA PUCK 

 

This LiDAR has 32 channels, dual returns, up to 
200m range, up to 1.2 million points per second. 
It could provide real-time 3D data that includes 
distance and calibrated reflectivity measurements 
along with rotational angles. 
 

HDL-32E 

 

The HDL-32E LiDAR sensor is small, 
lightweight, and ruggedly built. It features up to 
32 lasers across a 40° vertical field of view. The 
HDL-32E measures only 5.7" high x 3.4" in 
diameter, weighs less than two kilograms and was 
designed miscellaneous real-world autonomous 
navigation, 3D mobile mapping and other LiDAR 
applications. 

HDL-64E 

 

The HDL-64E LiDAR sensor is designed for 
obstacle detection and navigation of autonomous 
ground vehicles and marine vessels. Its 
durability, 360° field of view and very high data 
rate makes this sensor ideal for the most 
demanding perception applications as well as 3D 
mobile data collection and mapping applications. 
The HDL-64E's innovative laser array enables 
navigation and mapping systems to observe more 
of their environment. 

VLP-16 

 

VLP-16 is a light weight LiDAR sensor. It has 16 
channels, 100m range, 360-degree horizontal 
field of view and 15-degree vertical field of view. 
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2.3.1.3. Leddartech LiDARs 

LeddarTech is a Canada-based LiDAR manufacturing company. Six sensor types are provided by 

LeddarTech including LeddarVu, Leddar M16, LeddarOne, T16, IS16 and, d-tec. The summary 

of the different sensors is presented in Table 6Table 6. Among these sensors, T16 and d-tec can 

be utilized in traffic detection at intersections. Others have different application areas. 

Table 6. LeddarTech LiDARs 

Types Appearance Description 

LeddarVu 
 

 

LeddarVu is a versatile solid-state LiDAR sensor module that 
delivers very good detection and ranging performance in a 
small, robust package. LedderVu modules provide the ability 
to detect and track multiple objets simultaneously over eight 
distinct segments with superior lateral discrimination 
capabilities. It has a refresh rate upto 100Hz and detection 
range up to 185m. 
 

Leddar 
M16 

 

This one is a solid-state LiDAR solution that combine wide-
beam flash illumination with 16 independent detection 
segments to simultaneously deliver rapid, continuous and 
precise detection and ranging for multiple objects along with 
good lateral discrimination. Its range is up to 146m. 
 

LeddarOne 
 

 

 
 

LeddarOne Sensor Module is dedicated to single point 
detection and precise distance measurements. Its range is up 
to 40m. 
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Table 6, continued 

Types Appearance Description 

T-16 

 

Specifically designed for traffic management systems. T-
16 gives 200Hz measurement rate for high speed vehicle 
detection. Its detection range is up to 75m. 

IS16 

 

With detection range up to 50m, IS16 is specifically 
designed solid-state LiDAR sensor for industrial market. 

d-tec 

 

Compiling data at a rate of thousands of times per second, 
Leddar d-tec provides reliable detection of all kinds of 
traffic in different weather and lighting conditions. 

 

2.3.2. Detection and Tracking Methods 

2.3.2.1. Video-Based Detection and Tracking 

A video-based tracking system should be able to meet the following criteria:  

• Automatically segment each vehicle from the background and from other vehicles so that all 

vehicles are detected. 

• Correctly detect all types of vehicles including motorcycles, passenger cars, buses, etc. 
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• Functions under a wide range of traffic conditions such as light traffic, congestion, varying speeds 

in different lanes. 

• Functions under a wide variety of lighting conditions including sunny, overcast, twilight, night, 

rainy, etc. 

• It should be a real-time system. 

Coifman et al. (1998) proposed a real-time Digital Signal Processing chip-based computer 

vision system which demonstrated good performance under different challenging conditions. The 

algorithm has been used for detecting vehicles in daylight, twilight, and nighttime conditions.  

 The system computes a projective transform or homography between image coordinates 

(x, y) to world coordinates (X, Y). Features are tracked in world coordinates to exploit known 

physical constraints of vehicle motion (Figure 15). 

 
Figure 15. Transformation of image coordinates to world coordinates 

Figure 16 demonstrates the block diagram of the whole system. Features from the same 

vehicle will follow similar tracks and features from different vehicles will have distinctively 

different tracks. Common motion over entire feature tracks is used to group features from 



41 
 

individual vehicles and reduce the probability that long shadows will link vehicles together. The 

tracking module uses Kalman filtering to predict a given corners location and velocity in the next 

frame using world coordinates.  

 

Figure 16. Block diagram of the vehicle tracking system 

Figure 17 (a) shows some example corners detected by the system. Figure 17 (b) 

demonstrates the temporal progression of several corner features in the image plane. Once corner 

features reach the exit region, they are grouped into vehicle hypotheses by the grouping module, 

shown in Figure 17 (c).  
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(a)                                                       (b)                                               (c) 

Figure 17. (a) Corner features identified by the tracker, (b) sample features from the 

tracker, and (c) sample feature groups from the grouper.  

After the tracker has extracted vehicle trajectories, it is possible to send this data over a 

low bandwidth communication link for scene reconstruction and automated surveillance at a 

remote location. The system tracks the vehicles well when they are mobile and also it does not 

lose them when they are stuck on the jam and partially occluded. The performance of the vehicle 

tracker is 7.5 Hz in uncongested traffic, dropping to 2 Hz in congested traffic.  

The system showed promising results during day to night transition, night to day 

transitions, congestions, occlusion, camera vibration due to wind, and long shadows linking 

vehicles together. Camera motion during high wind is accounted for by tracking a small number 

of fiducial points. 

1) Motion detection 

In order to correctly detect and track vehicles and pedestrians, it is important to discuss motion 

detection first. Motion detection aims at segmenting regions corresponding to moving objects 
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from the rest of the system. The process of motion detection usually involves environment 

modelling, motion segmentation, and object classification. 

i. Environment Modelling 

The active construction and updating of environmental models are most important to object 

tracking. Environmental models can be classified into 2-D models in the image plane and 3-D 

models in real-world coordinates. Due to their simplicity, 2-D models have more applications. 

The key problem for fixed cameras is to automatically recover and update background images 

from a dynamic sequence. Illumination variance, shadows, and shrinking branches could bring 

many difficulties to the update of background images. Different approaches have been undertaken 

for solving this problem, including adaptive Gaussian estimation (Kohle et al., 1997), temporal 

average of image sequence (Friedman & Russell, 1997; Koller et al., 1994), and parameter 

estimation based on pixel processes (Sun et al., 2000; Grimson et al., 1998). Ridder et al. (1995) 

modeled each pixel value with a Kalman filter to compensate for illumination variance. Stauffer 

and Grimson (1999) presented a theoretical framework for recovering and updating background 

images based on a process in which a mixed Gaussian model was used for each pixel value and 

online estimation was used to update background images in order to adapt to illumination variance 

and disturbance in background.  

ii. Motion Segmentation 

The goal of motion segmentation is to detect regions corresponding to moving objects such as 

vehicles and humans. Several conventional approaches for motion segmentation are summarized 

in  
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Table 7.  The table indicates that the background subtraction is highly dependent on a good 

background model to reduce the effect of dynamic scene changes. Meanwhile, the temporal 

differencing uses pixel-wise subtraction. The optical flow method is computationally expensive 

for real-time video applications. 

Table 7. Motion segmentation studies 

Method Description Studies 

Background subtraction 

This method is popular in static background 
cases.it detects moving region in an image 
by taking the difference between the current 
image and the reference background in a 
pixel by pixel fashion. It is simple, but 
extremely sensitive to changes in dynamic 
scenes derived from lighting, extraneous 
events, and etc. 

(Stauffer & Grimson, 1999) 

Temporal differencing 

Temporal differencing makes use of the 
pixel-wise differences between two or three 
consecutive frames in an image sequence to 
extract moving regions. Temporal 
differencing is very adaptive to dynamic 
environments, but generally does a poor job 
of extracting all the relevant pixels, e.g., 
there may be holes left inside moving 
entities 

(Lipton et al., 1998) 

Optical flow 

Optical-flow-based motion segmentation 
uses characteristics of flow vectors of 
moving objects over time to detect moving 
regions in an image sequence. Optical-flow-
based methods can be used to detect 
independently moving objects even in the 
presence of camera motion. However, most 
flow computation methods are 
computationally complex and very sensitive 
to noise and cannot be applied to video 
streams in real time without specialized 
hardware. 

(Meyer, et al., 1997; Meyer et al., 
1998) 

 

Besides these methods, Cutler et al. (2000) implemented a mixed Gaussian classification 

model for each pixel to extend expectation maximization (EM) algorithm. This model classifies 

the pixel values into three separate predetermined distributions corresponding to background, 

foreground, and shadow. It also updates the mixed component automatically for each class 
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according to the likelihood of membership. Hence, slowly moving objects are handled perfectly, 

while shadows are eliminated much more effectively. 

2) Object Classification 

Image sequences captured by a camera at an intersection probably include vehicles, humans, 

bicycles, etc. To further analyze their behaviors, it is mandatory to correctly classify moving 

objects. The main methods for classifying moving objects are shaped- (Lipton et al., 1998) and 

motion-based (Cutler et al., 2000) methods. For the shape-based methods, different shape 

information of motion regions such as points, boxes, silhouettes and blobs can be used for 

classifying moving objects. The dispersion and area of image blobs are used as classification 

metrics to classify all moving-object blobs into humans, vehicles and clutter. Temporal 

consistency constraints are considered to make classification results more precise. On the other 

hand, a similarity-based technique is described to detect and analyze periodic motion for the 

motion-based method. By tracking an interesting moving object, its self-similarity is computed 

as it evolves over time. For periodic motion, its self-similarity measure is also periodic. Therefore 

time-frequency analysis is applied to detect and characterize the periodic motion, and tracking 

and classification of moving objects are implemented using periodicity. 

3) Object Tracking 

After motion detection, it is necessary to track the trajectory of the vehicle, pedestrian, and bicycle. 

There are four major categories for object tracking: region-based, active –contour based, feature 

–based, and model-based tracking. Each method has its own advantage and disadvantages (Table 

8). Occlusion handling, computational complexity, initialization etc. are important parameters for 

choosing a tracking method. 
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Table 8. Object tracking studies 

Method Study Description Advantage Disadvantage 

Region 
based 

tracking 

(Kalman et al., 
1990; Kilger, 

1992) 

Region-based tracking algorithms track objects 
according to variations of the image regions 

corresponding to the moving objects. For these 
algorithms, the background image is maintained 

dynamically, and motion regions are usually 
detected by subtracting the background from the 

current image. 

Works well in scenes containing 
only few objects 

Cannot reliably handle 
occlusion between objects and 
3-D pose of objects cannot be 

acquired 

Active 
contour-

based 
tracking 

(Baumberg and 
Hogg, 1997; 
Galata et al., 

2001; Mohan et 
al., 2001; Wu & 
Huang, 2001) 

Active contour-based tracking algorithms track 
objects by representing their outlines as bounding 

contours and updating these contours 
dynamically in successive frames. These 

algorithms aim at directly extracting shapes of 
subjects and provide more effective descriptions 

of objects than region-based algorithms. 

Reduces computational 
complexity, simple description of 

objects 

Tracking precision is limited at 
contour level, highly sensitive 

to initialization of tracking 

Feature 
based 

tracking 

(Chachich et al., 
1997; Schiele, 

2006; Coifman et 
al., 1998; Malik et 

al., 1997) 

Feature-based tracking algorithms perform 
recognition and tracking of objects by extracting 

elements, clustering them into higher level 
features and then matching the features between 

images. The features used in these algorithms 
include centroids, perimeters, areas, some orders 

of quadrature and colors etc. The features also 
include line segments, curve segments, corner 

vertices, and etc. 

Can adapt successfully and rapidly 
to allow real time processing and 

tracking of multiple objects. 
Feature based tracking algorithms 
can handle partial occlusions by 

using information on object 
motion, local features and 

dependence graphs. 

Recognition rate of objects 
based on 2-D feature is low 

and these algorithms are 
generally unable to recover 3-
D pose of objects. Stability of 

dealing effectively with 
occlusion is generally poor. 

Model 
based 

tracking 

(Tan et al., 1994); 
(Lou et al., 2002) 

(Koller et al., 
1993) 

Model-based tracking algorithms track objects by 
matching projected object models, produced with 

prior knowledge, to image data. Vehicle pose 
estimation based on single characteristic line 

segment matching, 3-D wire-frame vehicle model 
with edge-based image featuring etc. are 

conducted in these studies. 
 

Robust-algorithms, obtains good 
result under occlusion. Algorithms 

can acquire the 3-D pose of the 
objects. 

Different models are to be 
constructed, high 

computational cost 
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Recently, more advanced tracking methods are STR-STRuck (Hare et al., 2015), TLD-

Tracking Learning and Detection (Kalal et al., 2010), and FBT-Foreground Background Tracker 

(Nguyen & Smeulders, 2006). Most of the works on object detection were based on SIFT-Scale 

Invariant Feature Transform (Lowe, 2004) and HOG-Histogram of Oriented Generations (Dalal 

& Triggs, 2005) in the last decade. Some recent studies on object detection are YOLO (Redmon 

et al., 2016), Fast YOLO (Redmon et al., 2016), R-CNN (Girshick et al., 2014), and Faster R-

CNN (Ren et al., 2015). Regions with Convolutional Neural Network features or R-CNN is a 

simple and scalable object detection algorithm. But cost of R-CNN is an issue, which has been 

drastically reduced at proposals (Girshick, 2015; Ren et al., 2015). YOLO can process at 45 

frames per second and a smaller version of it, named fast YOLO, can achieve 155 frames per 

second and maintain excellent accuracy at the same time. 

4) Vision-Based Pedestrian Detection and Tracking 

Pedestrian detection methods have employed a variety of techniques and features. Some have 

focused on increasing the speed of detection, whereas others have focused on accuracy.  

Papageorgiou and Poggio (2000) proposed sliding window detectors by applying support 

vector machines (SVM) to an over complete dictionary of multiscale Haar wavelets. Viola and 

Jones (2004) introduced integral images for fast feature computation and a cascade structure for 

efficient detection by utilizing AdaBoost for automatic feature selection. 

Inspired by SIFT (Lowe, 2004), Dalal and Triggs (2005) popularized histogram of 

oriented gradient (HOG) features for detection by showing substantial gains over intensity-based 

features. Zhu et al. (2006) sped up HOG features by using integral histograms.  
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Gavrila and Philomin (1999) employed the Hausdorff distance transform and a template 

hierarchy to rapidly match image edges to a set of shape templates. Wu & Nevatia (2005) utilized 

a large pool of short line and curve segments, called “edgelet” features, to represent shape locally. 

Boosting was used to learn head, torso, leg, and full body detectors. Then, Wu and Nevatia (2007) 

extended this approach to handle multiple viewpoints. Similarly, “shapelets” (Sabzmeydani & 

Mori, 2007) are shape descriptors discriminatively learned from gradients in local patches. Liu et 

al. (2009) proposed “granularity-tunable” features that allow for representations with levels of 

uncertainty ranging from edgeless to HOG type features.  

Viola et al. (2005) proposed computing Haar-like features on difference images, resulting 

in large performance gains. For non-static imaging setups, however, camera motion must be 

factored out.  Dalal et al.(2005) modeled motion statistics based on an optical flow field’s internal 

differences, compensating for uniform image motion locally. 

There has been a lot of work on the tracking of pedestrians to infer trajectory-level 

information. Some researchers formulated tracking as frame-by-frame association of detections 

based on geometry and dynamics without considering particular pedestrian appearance models 

(Alonso et al., 2007; Gavrila & Munder, 2007). Other researchers utilized pedestrian appearance 

models coupled with geometry and dynamics (Baumberg, 1998; Heap and Hogg, 1998). Some 

studies furthermore integrated detection and tracking in a Bayesian framework, combining 

appearance models with an observation density, dynamics, and probabilistic inference of the 

posterior state density. The integration of multiple cues involved combining separate models for 

each cue into a joint observation density. The inference of the posterior state density is usually 

formulated as a recursive filtering process (Arulampalam et al., 2001). Extensions that are 
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especially relevant for pedestrian tracking involve hybrid discrete / continuous state-spaces and 

efficient sampling strategies (Heap & Hogg, 1998). 

Recently novel range of methods have been emerged based on Deep Neural Networks, 

showing impressive accuracy gains in pedestrian detection. However, Deep Neural Network 

(DNN) models are known to be very slow (Girshick et al., 2014; Giustiet al., 2013), especially 

when used as sliding-window classifiers. Ouyang and Wang (2013) and Luo et al. (2014) both 

apply deep networks in combination with fast feature cascades. However, getting real-time 

solutions for pedestrian detection is difficult. WordChannel features (Daniel and Nedevschi, 2014) 

provide a real-time solution on the GPU (16FPS), but at a notable loss in average miss rate (42%). 

The seminal VeryFast method (Benenson et al., 2012) runs at 100 FPS but with even further loss 

in miss rate. Angelova et al.  (2015) presented a real-time approach to object detection that 

exploits the efficiency of cascade classifiers with the accuracy of deep neural networks. 

2.3.2.2. LiDAR-Based Detection and Tracking 

Zhao et al. (2006) developed a joint tracking and classification algorithm for moving objects for 

intersection monitoring. Mendes et al. (2004) used their multi-target detection and tracking 

system for collision avoidance for their Cybercar. 

Several fixed 270◦ LiDARs were used by Zhao et al. (2005) to cover a large area and track 

people in crowds. The system was able to handle 100 trajectories simultaneously. Fod et al. (2002) 

also used multiple LiDARs. They devoted a significant amount of work to evaluating the accuracy 

of their tracking system by comparing it to ground truth obtained by cameras. Fod et al. (2002) 

developed a feature detection system for real-time identification of lines, circles, and people’s 

legs. Xavier et al. (2005) used an adaptation of the Hough transform in the feature extraction 

procedure to interpret scanned segments as primitive features. Montemerlo et al. (2002) presented 
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a conditional particle filter for simultaneously estimating the pose of a mobile robot and the 

positions of nearby people in a previously mapped environment. Arras et al. (2007) applied 

AdaBoost to train a strong classifier from simple features of groups of neighboring beams 

corresponding to legs in range data. Table 9 compares different sensors for pedestrian detection. 

LASER scanner and RADAR has the capability to work with challenging illumination with 

relatively simpler algorithm. LASER scanners have a comparatively higher field of view than 

RADAR. 

Table 9. Comparison between different sensor modalities for pedestrian detection (Viola, Jones, & Snow, 
2005) 

 

Table 10 lists three studies which used LiDAR sensors for pedestrian detection. LiDAR 

scanners output radial distance at discrete azimuth angles in the scanning plane. These data are 

clustered into object-based range discontinuities and grouping measurements near each other in 

the 3D space (Fuerstenberg and Willhoeft, 2001; Fuerstenberg et al., 2002). 
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Table 10. Pedestrian detection using LiDAR sensors 

Publication Sensors Attention focusing stage Classification/verification 
stage 

(Bellotti et al., 
2004) 

NIR 
cameras, 

synchronized 
LiDAR 

illuminators 

Pixel level correlation 
between image windows 
and pedestrian models to 
discard non-pedestrian 

areas. 

Haar wavelets features and 
separate SVMs for frontal 

and lateral pedestrians 

(Fuerstenberg 
and Willhoeft, 
2001) 

LiDAR 
scanner 

Raw data is clustered into 
objects based on range 

discontinuities and tracked 
over time 

The objects are classified 
using models of the object 

outlines and dynamic 
behavior. 

(Fuerstenberg et 
al., 2002) 

Multilayer 
LiDAR 
scanner 

Detects objects by grouping 
the measurements that are 

near each other in 3D space, 
tracks them with Kalman 

filter. 

The objects are classified 
using models of the object 

outlines and dynamic 
behavior, the system also 

warns the driver or activates 
ABS in case of imminent 

collision. 

Table 11 summarizes studies using multiple sensors to detect pedestrians. Steinfeld et al. 

(2004) described a side collision warning system for transit buses with the use of multiple sensors 

in order to cover the surroundings of the vehicle. Szarvas et al. (2006) used a sequential 

combination of LiDAR-based object detector and an image classifier using CNN. 

Table 11. Pedestrian detection using multiple sensors 

Publication Sensors Attention focusing stage Classification/verification 
stage 

(Steinfeld et al., 
2004) 

Cameras, LiDAR 
scanners, RADAR 

Time of flight, video-
based detection, LiDAR-

based triangulation. 
Combines outputs from 

number of sensors to 
create a map 

Generates multiple levels of 
warnings from front and 
side components, such as 
for passing and cutting in. 

LASER line generator used 
for curb detector. 

(Szarvas et al., 
2006) 

LiDAR, visible 
light 

LiDAR used to create 
range map that is used to 
identify image locations 

and scale to search 
pedestrians 

Convolutional neural 
network used for image-

based feature extraction and 
classification 
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2.3.3. Communication Technology 

In the recent years, different types of communication technologies (e.g., Wi-Fi, LTE, and DSRC) 

are suggested for connected vehicle communication. Considering the high level of the mobility 

of the nodes, multipath, and environmental dynamics caused by vehicles and pedestrians, IEEE 

proposed a modified version of the Wireless Local Area Network (WLAN) protocol, 

IEEE802.11p which is known as Dedicated Short-Range Communication (DSRC), for V2V and 

V2I communication. A dedicated bandwidth of 75 MHz in the 5.850 to 5.925 GHz band has been 

allocated by the US Federal Communications Commission (FCC) (Lee & Lim, 2013).  Xu et al. 

(2017) compared the performance of DSRC and LTE and it was showed that DSRC outperformed 

LTE in case of all safety latency, but LTE has higher coverage. David and Flach (2010) mentioned 

that the most common technologies used for V2P communications are Cellular (UMTS/LTE), 

Wi-Fi Direct, and DSRC technologies.  

The communication delay of cellular networks is in the order of seconds. Wi-Fi Direct 

enables ad hoc communication of Wi-Fi devices without the necessity of an access point (AP). 

However, its frequent network reformation might result in an unacceptable delay. 

2.3.3.1. Wi-Fi Communication 

Anaya et al. (2014) considered that the communication connection between pedestrians and 

vehicles via Wi-Fi is unstable, sometime even broken, especially in suburban areas. If the signal 

is blocked by the obstacles, the communication distance would be significantly shorter. Dhondge 

et al. (2014) lists the comparison of various wireless protocols, as shown in Table 12. 

. 

  



53 
 

Table 12. Comparison of wireless protocols (Dhondge et al., 2014) 

Protocol Data Rate Range Device Mobility Constraint 
DSRC 3 - 27 Mbps < 1 Km > 60 Mph 
Wi-Fi (With Association) 6 - 54 Mbps < 100 m < 5 Mph 
Cellular < 2 Mbps < 10 Km > 60 Mph 

Zhu et al., (2013) mentioned that Wi-Fi has the process of authentication and association 

before data transmission and is more suitable for 1-to-N communication. This association and 

authentication process can cause the latency. 

Wi-Fi Direct is a Wi-Fi standard enabling devices to establish a direct Wi-Fi connection 

with each other without requiring a wireless router (access point). Dhondge et al. (2014) used the 

Wi-Fi Direct feature of Android powered devices to establish an ad-hoc network between the 

smart devices in the vehicles. It will eliminate the association latency of the Wi-Fi feature using 

Wi-Fi Beacon stuffing. The smart devices operate on Wi-Fi direct mode will transmit beacon 

signals every 100 ms and are passively scanned in Wi-Fi Hotspot/Direct discovery mode. The 

experiment conducted showed it works well up to vehicle traveling speed of 70 Mph. 

Wi-fi Beacon Stuffing can carry the sensing and location information via beacon frames 

(Radu & Marina, 2013). These beacon frames are used to declare the existing Access Point (AP) 

and can be transferred by the AP without association and authentication process and embeds the 

intended messages within the Service Set Identifier (SSID) field, which consists of 32 characters. 

The communication latency to notify a pedestrian regarding danger is around 1 second for 

the Wi-Fi Direct association time (Liebner et al., 2013). However, Wi-Fi Direct feature has great 

limitation on the coverage distance between smart devices of pedestrians and drivers. According 

to Hussein et al.(2016), in nearly 90% of all accidents the vehicle speed is up to 70km/h (20m/s), 

and Wi-Fi Direct communications can only cover a speed of less than 25 km/h.  
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Valérie and Combettes (2014) found that ad-hoc communication with WLAN chipsets is 

not applicable in high travel speed scenarios. And a problem of using beacon to transfer sensing 

information is that the beacon can only be transferred from the AP to the client, which causes the 

one-way transmission. In practical scenario, it is not enough that only a part of the devices 

transfers the information, as every device needs to broadcast its mobility information to the others. 

2.3.3.2. Dedicated Short-Range Communications (DSRC) 

Dedicated short-range communications (DSRC) are a set of wireless communication protocols 

and standards designed for automotive use. The range and mobility that DSRC offers cannot be 

matched by the regular Wi-Fi. However, it will require vehicle manufacturers to provide the 

DSRC, also known as 802.11p enabled modules in the vehicles. It is also not ubiquitously 

available yet on smart devices such as a pedestrians’ cellphones.  

Tahmasbi-Sarvestani et al. (2017) proposes a Vehicle-to-Pedestrian (V2P) framework to 

provide situational awareness and hazard detection based on the most common and injury-prone 

crash scenarios. In this research, it used a Qualcomm DSRC-enabled smartphone and a Hyundai-

Kia DSRC-equipped vehicle. 

DSRC is particularly designed for vehicle safety purposes to have low latency and high 

interoperability. The USDOT plans to mandate the use of DSRC-enabled units in all vehicles. 

The main barrier on deploying the DSRC technology is equipping the smartphones of vulnerable 

road users (VRU) with DSRC. Recently Qualcomm addressed this concern by announcing their 

capability to override and upgrade existing Wi-Fi firmware to operate in DSRC band without any 

additional hardware cost. 
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Wu et al. (2014) mentioned that National Highway Traffic Safety Administration 

(NHTSA) announced in February 2014 to move towards mandating DSRC for all new light 

vehicles in the near future. DSRC is a reliable, non-line of sight (NLOS), relatively long range 

and low latency communication between vehicles and pedestrians. 

Artail et al.(2017) proposed a system enabling the Road Side Unit (RSU) and used the 

cellular communication and vehicular communication to obtain vectors of positions of cars and 

nearby pedestrian to predict probable collision events. The experiment results showed that in 

order to achieve 80% packets delivery rate, the transmission distance needs to be smaller than 

100 meters without any obstacles. This may be hard to obtain in real-life traffic scenarios. 

Liu et al. (2016c) compared the performance of communication technology DSRC and 

Long-Term Evaluation (LTE). It’s proved that although the communication system based on LTE 

is better than DSRC in terms of packets lost rate, a larger communication delay exists on the LTE 

system.  

The key enabling components start with the implementation of a DSRC stack within the 

Wi-Fi chipset on the smartphone and leveraging the phone’s GPS and inertial system. 

The transmission range of DSRC is about 300 meters. Its band is in the range of 5.85GHz 

to 5.925 GHz. Since it is adjacent to the legacy 5GHz Wi-Fi band, no hardware modification is 

required at the RF front end. However, modifications were needed in the firmware and driver for 

the current generation of Qualcomm Wi-Fi chipset to tune to the DSRC band. 

The firmware and the drivers mainly deal with I/O operations on the data arriving from 

communication links and sensors. The firmware modifications involved the inclusion of the 

DSRC band operation as well as enabling the reception of broadcast packets by setting the 
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interface to operate in promiscuous mode. Enabling the functionality of broadcast packets is a 

key component to the DSRC solution since there is no Wi-Fi association in the system architecture. 

Jing et al.(2017) systematically evaluated and accessed the reliability of car-to-pedestrian 

communication safety systems based on the vehicular ad-hoc network environment. It validated 

that the DSRC communication (packet arrive rates) performed well, in the experiment scenario 

that the distance between pedestrian and vehicles is 50 meters or more. The pedestrian preferred 

warning position ranged from 6 meters to 9 meters before the conflict point. 

The DSRC-based communication requires on-board unit (OBU) for V2V and road side 

unit (RSU) for V2I communication. One of the main drawbacks of DSRC-based communication 

is that OBU is not financially feasible to incorporate in all existing vehicles. Since OBU is 

financially infeasible, we are trying to emulate the functions of OBU into smartphone apps. So, 

in a hybrid scenario, some vehicles (CVs) are OBU embedded and some vehicles are connected 

through the smartphone. There are two cases for connected vehicles - (i) vehicles with smartphone 

apps to vehicles with DSRC, and (ii) vehicles with smartphone apps to RSU communication, 

where one end uses DSRC communication and another end uses cellular communication. For the 

first case, vehicle with DSRC can add an LTE transceiver to communicate with vehicles with 

smartphone apps (Xu et al., 2017). In Figure 18, CVs communication using both DSRC and LTE 

is illustrated. For vehicles with smartphone apps to RSU communication, RSU can only 

communicated with DSRC communication band. In that case, conventional vehicles need an 

access point (AP) to build communication link in between DSRC and cellular band. Software-

defined radio (SDR) can be used as AP. Another solution could be the use of a low-cost in-vehicle 

IEEE802.11p (DSRC) device.  Smartphone can send data to the device using Bluetooth or Wi-Fi. 

The IEEE802.11p device can be used to communicate with RSU or other on-board units. 
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According to Qualcomm Mobile Developers ("China Mobile Develops Roadside Units for LTE-

V2X PC5 Direct Communication Featuring Qualcomm C-V2X Chipset Solution,"), they will 

manufacture cellular band RSU for cellular-V2X. If they can successfully manufacture cellular-

RSU with maintaining required latency, smartphone app will be able to communicate with RSU 

in cellular band.  

 

Figure 18. OBU unit mounted with multiple antenna and communication connection (Xu et 
al., 2017)  

2.3.3.3. Vehicular Ad-hoc Network 

Vehicular Ad-hoc Network (VANET) is the most common connected vehicles (CVs) data 

delivery communication method. VANET is basically ad-hoc communication mesh network of 

highly dynamic vehicular nodes. Traffic data (Packets) from different sources being forwarded in 

the mesh nodes (i.e., vehicles) need to know the structure of the mesh network, the direction to 

forward the data flow/traffic based on the vehicle location and route to the destination 

nodes/vehicles (Dey et al., 2016). Multi-hop routing protocols for VANET provide different 

options that could be used for CV technology applications based on their specific latency 
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requirements. In Table 13, different active safety latency requirements are shown (Xu et al., 2017). 

The same latency should be applied for the smartphone applications.  

Table 13. Active safety latency requirements (units: seconds) (Xu et al., 2017) 

Function Latency (second) 

Traffic signal violation warning 0.1 

Curve speed warning 1.0 

Emergency electronic brake lights 0.1 

Pre-crash sensing 0.02 

Cooperative forward collision warning 0.1 

Left turn assistant 0.1 

Lane change warning 0.1 

Stop sign movement assistance 0.1 

2.3.4. Mobile Cloud Computing 

Mobile Cloud Computing (MCC) forum defines MCC (Sanaei et al., 2014) as “Mobile Cloud 

Computing at its simplest refers to an infrastructure where both the data storage and the data 

processing happen outside of the mobile device. Mobile cloud applications move the computing 

power and data storage away from mobile phones and into the cloud, bringing applications and 

mobile computing to not just smartphone users but a much broader range of mobile subscribers”. 

MCC addresses the inherent mobile computing problems including resource scarcity, frequent 

disconnections, and mobility. MCC is basically a remote server of offloading computation from 

mobile devices. Computational resources can either be provided by a remote cloud to serve all 

mobile devices or be provided by a local cloud by utilizing resources from other nearby mobile 

devices (Fernando et al., 2013). MCC applications have also been discussed in the context of 

VANETs, giving rise to the term vehicular cloud computing (VCC). Vehicular clouds differ from 

internet clouds in case of the unpredictability of the vehicles’ behavior. Vehicles can 
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unexpectedly leave the VANET, and hence the computation and storage scheme must be made 

resilient to such events. VCC is often performed utilizing the resources of surrounding vehicles 

without requiring an active internet connection (vehicular cloudlets). The use of vehicular 

cloudlets will generally both reduce the transmission cost and increase service availability 

(Wahlström et al., 2017).  Yu et al. (2013) proposed a three-layer vehicular clouds architecture. 

These are the vehicular cloudlet, the roadside cloudlet which is the composed of dedicated local 

servers and roadside units, and the central cloud (the basic internet cloud). As illustrated in Figure 

19, usage of the added resources provided by the outer layers of the vehicular cloud tends to come 

at the expense of an increased communications delay. 

 

Figure 19. Proposed cloud-based vehicular network architecture (Yu et al., 2013)  

Although Vehicular Cloud (VC) in a static mode has the same behavior as conventional 

cloud computing (CC), cars remain on the road busy with various dynamically changing 

situations or events every day. The occurrence of vehicles in close vicinity to an incident is very 

often an unplanned process which can be called mobility. Again, the resources of those vehicles 

that form a VC to alleviate the event must occur naturally, which can be called autonomy. 

Conventional clouds do not have these features which are considered a significant major 

characteristic of VCs (Whaiduzzaman et al., 2014). Whaiduzzaman et al. (2014) presented an 

extensive comparative study of CC and VCC, as shown in Table 14. Although CC can be accessed 
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anytime and anywhere, VCC can only be accessed where vehicle network is existing. Running or 

idle vehicle can make a cloud autonomously while CC is not autonomous. VCC provides pooling 

storage and serves this to user as storage service provider same as CC. 

Table 14. Comparative Study of VCC and CC (Whaiduzzaman et al., 2014) 

 

2.3.5. Summary 

Among the LiDAR vendors, only Quanergy is interested in passive vehicle and pedestrian 

detection from a single point at an intersection. Other vendors either focus on other sectors of the 

industry or lack tangible experience with this application. Quanergy had previous deployments in 

THEA CV Pilot and the City of Las Vegas project. Quanergy M8 or solid state LiDARs are 

possible options. Qortex software and Quanergy Processing Unit QPU are also required. The QPU 

can upload the data to the server. The QPU runs the Q-Guard/Qortex software and translates the 

raw input detection feed and point-cloud data and outputs an object list that can be utilized in 

various functions. 

Computationally efficient algorithms like cascaded deep neural networks, or YOLO, or 

fast R-CNN methods have the potential to be useful in vehicle and pedestrian detection and 
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tracking. An integrated vision and LiDAR-based approach would also be a good option for 

smartphone-application-based vehicle-to-pedestrian communication project. 

Wi-Fi (LTE) and DSRC are the two main communication technologies for the connected-

vehicle information example. The smartphone application should mainly rely on Wi-Fi (LTE) 

communication. However, DSRC communication technology is USDOT’s protocol dedicated for 

future V2V and V2P information exchange. Hence, it could beneficial if the smartphone 

application could communicate with the DSRC.  

Finally, efficient computation methods should be adopted for smartphone application 

development to save battery and communication resources.  

2.4. OBU Applications  

The vehicle-to-vehicle (V2V) devices could be categorized into three types: the original 

equipment manufacturer (OEM) devices, the aftermarket devices, and the infrastructure-based 

devices. The first two types of devices are commonly referred to as on-board units (OBUs). On-

board units intuitively mean those V2V devices built into the vehicle.   

An OEM device is an electronic device fully built or integrated into a vehicle at the time 

of vehicle manufacture. An integrated V2V system comprising OEM devices could potentially 

provide haptic warnings to alert the driver (such as tightening the seat belt or vibrating the driver’s 

seat) in addition to audio and visual warnings provided by the aftermarket devices (Harding et al., 

2014).  

An aftermarket device is a device added to a motor vehicle after its original assembly, 

which aims to improve the vehicle’s comfort, convenience, performance, or safety. The devices 

can be added to a vehicle at a vehicle dealership, as well as by authorized dealers or installers of 
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automotive equipment. An aftermarket-device-based V2V system could provide advisories and 

warnings to the driver of a vehicle similar to those provided by an OEM-installed V2V device.  

In the Connected Vehicle Safety Pilot Program conducted by NHTSA (Harding et al., 

2014), three types of aftermarket devices were installed into vehicles: vehicle awareness devices 

(VAD), aftermarket safety devices (ASD), and retrofit safety devices (RSD). The VAD is the 

simplest one among the three and it only transmits basic safety messages (BSMs) to nearby 

vehicles.  

A VAD does not have any safety applications or driver-vehicle interfaces (DVI), and it 

cannot provide any advisories or warnings to a driver. The ASD, is similar to the VAD, but also 

has the ability to both receive and transmit a BSM to nearby vehicles. Also, it contains safety 

applications that can provide advisories or warnings to the driver. The RSD is more fully 

integrated than the ASD: it connects to the vehicle and receives information from the vehicle’s 

data bus to support operation of various applications on the device. The vehicle’s data bus is a 

communication system that could transfer data between different components of the vehicle. The 

advantage to RSDs, as compared to the other types of aftermarket devices, is that they can 

potentially perform different or enhanced safety applications or execute more sophisticated 

applications because they can access a richer set of data (i.e., data from the data bus). Table 15 

shows the definition and functionality of three types of aftermarket devices tested in the 

Connected Vehicle Safety Pilot Program conducted by NHTSA (Harding et al., 2014). 
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Table 15. Aftermarket safety device types (Harding et al., 2014) 

 

An infrastructure-based device is roadside equipment with dedicated short-range communication 

(DSRC) devices that allow vehicles to receive information from the infrastructure and allow 

vehicles to update their security certificates. Communications infrastructure physically helps get 

the messages from the vehicles and from the Security Credentials Management System (SCMS), 

and helps get new certificates and the CRL from the SCMS to the V2V-equipped fleet. The 

communications infrastructure includes roadside equipment units (RSU), which contain a DSRC 

radio/cellular modem, a processor, connection ports, antennas, and software. The RSE uses 

wireless DSRC to send messages/materials to on-board unit (OBU). The RSE also connects to the 

SCMS via a wired connection (i.e., through the Internet), in order to support the transmission of 

reports from OBU through the RSU to the SCMS and the transmission of certificates from the 

SCMS through the RSU to the OBU. Security infrastructure helps ensure that the messages sent 

are trustworthy and helps remove malfunctioning devices from the system and protect against 
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outside threats. Generally speaking, security infrastructure will include computer hardware, 

software, and a physical location for all of the components of the SCMS, which will be connected 

via the Internet to the RSUs, which then connect to the V2V-equipped vehicles’ OBU.  

This literature review mainly concentrates on the on-board units (OBUs) including OEM 

devices and aftermarket devices, while the infrastructure-based device is not the focus of the 

literature review.  

2.4.1. OBU Function Required of Connected Vehicle System Operation 

In general, an integrated V2V system should be able to transmit an accurate and trustworthy BSM 

to the other vehicles. Also, it should be able to receive and interpret a BSM transmitted from 

another entity.  

The signal sending and receiving is commonly based on DSRC technology. DSRC 

technology is a two-way short- to medium-range wireless technology that provides nearly 

instantaneous network connectivity and message transmission. DSRC has low latency and high 

reliability characteristics. It provides a 300-meter transmitting range and a 360-degree 

unobtrusive detection angle. With a designated licensed bandwidth of 5.9 GHz, DSRC permits 

reliable communication. In addition, it provides very high data transmission rates in high-speed 

vehicle mobility conditions which are critical characteristics for detecting potential and imminent 

crash situations (NHSTA, 2016). 

In order to generate and send a BSM, we need a device which knows its own position. 

Thus, GPS antenna and receiver are needed. Then the device needs a computer processing unit to 

code its location and the information from other onboard sensors (e.g., speed, heading, and 

acceleration) to a qualified BSM data string with appropriate processing memory. When the BSM 
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is generated, a security module is needed to process and prepare the security information and 

certificates for transmission to provide the receiving vehicle assurance that the message is valid. 

This security information needs to be transmitted wirelessly as well. The security module is also 

called as the message authentication.  

The primary message authentication approach proposed is a Public Key Infrastructure 

(PKI) that provides public-key encryption and digital signature services is implemented to ensure 

a trustworthy network environment and address the fundamentals of security: authentication, 

confidentiality, integrity, non-repudiation, and access control. The Notice of the Proposed 

Rulemaking (NPRM) also discusses two alternative approaches to message authentication. SCMS 

is a PKI system that is designed specifically for the V2V environment. SCMS thus is a 

comprehensive system that comprises the hardware, software, people, policies, standards, and 

procedures which are used to create, manage, distribute, monitor, and revoke digital certificates. 

In order to receive and decode a BSM, a device must be capable of receiving the BSM 

that is transmitted from a nearby device and it must match the method of BSM transmission. The 

computer processing unit is also used here to decode the BSM properly. The GPS antenna and 

receiver are used to verify the relative distance between the sending device and the receiving 

device. Lastly, the device that receives the BSM must also have a security module that is capable 

of receiving and processing the security credential information.  

In addition, in order to give drivers advisories and warnings, a driver-vehicle interface 

(DVI) is needed in the vehicle. This DVI also serves as an interface to the vehicle’s sensors.  
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2.4.2. OBU Hardware Components of V2V System 

According to the NHTSA report in 2016, aV2V device would require two DSRC radios (NHSTA, 

2016) and a GPS receiver with a processor to derive information such as vehicle speed and 

predicted path from the device’s GPS data. To improve the quality of the data that vehicle-based 

components could use to issue warnings, an inertial measurement unit to detect acceleration forces 

would be needed (Harding et al., 2014). The data collected by the vehicle is used by the safety 

applications to calculate the warning measurements. These warning measurements would be 

finally summarized and displayed by an interface which could be a screen or monitor. In addition, 

in order to store the data from multiple sources such as the security certificates, application data 

and other information, a memory device is needed. The whole V2V system is supported by the 

vehicle’s internal communication network which enables different on-board components to 

connect to each other. Figure 20 illustrates the in-vehicle components needed for an integrated 

V2V system.  
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Figure 20. In-Vehicle components of a V2V system (Harding et al., 2014) 

As for practical field testing research, there are three major wide-scale operation testing, 

including Transit Safety Retrofit Package (TRP) Project (Burt et al., 2014a, 2014b, 2014c), 

commercial connected vehicle test for safety applications (Howe et al., 2016a, 2016b, 2016c, 

2016d; Stephens et al., 2014), and commercial vehicle test for retrofit safety device (LeBlanc et 

al., 2014a; LeBlanc et al., 2014b; Stephens et al., 2014).  

The TRP was conducted by United States Department of Transportation (U.S. DOT). The 

aim is to conduct connected vehicle program to design and develop safety applications for transit 

vehicles that can communicate V2V as well as V2I for enhanced transit vehicle and pedestrian 

safety. The Transit Safety Retrofit Package (TRP) Project includes developing, testing, installing, 

and maintaining retrofit packages on three transit buses drawn from the University of Michigan 

transit fleets. Their proposed TRP system is illustrated in Figure 21.  
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Figure 21. Illustration of the TRP system with all hardware components (Burt et al., 2014c) 
As for the commercial connected vehicle test for safety applications (Howe et al., 2016a, 

2016b, 2016c, 2016d; Stephens et al., 2014), the primary focus of this research was to develop 

the test procedures, with a secondary goal of evaluating the performance of the prototype V2V 

safety applications.  As a critical part of achieving these goals, the U.S. DOT contracted with a 

Team led by Battelle to integrate and validate connected vehicle OBU and safety applications on 

selected commercial vehicles. The team was also required to support those vehicles in research 

and test activities that provide information and data needed to assess their safety benefits and 

support regulatory decision processes. Driver surveys are being conducted as a part of this project 

to evaluate acceptance of the connected vehicle technology and safety applications by drivers 

who were previously unfamiliar with the technology.  

The U.S. DOT also conducted an associated project called Connected Commercial 

Vehicles—Retrofit Safety Device (CCV-RSD) Kit Project (LeBlanc et al., 2014a; Stephens et al., 

2014). This project was to develop complete hardware and software that can be used in various 
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brands and models of heavy trucks. The RSD kits provide the functionality needed for cooperative 

V2V and vehicle-to-infrastructure (V2I) safety applications to support the Model Deployment 

and other USDOT connected vehicle projects. This project included testing and documentation 

needed for installation, operation, enhancement, and maintenance of the units. The OBUs are 

similar in these projects. The OBUs could either belong to the main hardware system or support 

system.  

2.4.2.1. Main Hardware System 

1) Wireless Safety Unit (WSU) 

Wireless Safety Unit (WSU) is the core part of OBUs. It could interface with vehicle controller-

area network (CAN) bus and other on-board vehicle equipment such as In-Vehicle display, data 

acquisition system, and DSRC antennas. It includes a DSRC radio which supports the basic safety 

message (BSM) communication via 5.9 GHZ DSRC. It also provides the platform to run safety 

applications like Forward Collision Warning. This device is being used in the development of 

transit safety retrofit package (TRP) project (Burt et al., 2014a, 2014b, 2014c), commercial 

connected vehicle test for safety applications (Howe et al., 2016a, 2016b, 2016c, 2016d; Stephens 

et al., 2014), and commercial vehicle test for retrofit safety device (LeBlanc et al., 2014a; LeBlanc 

et al., 2014b; Stephens et al., 2014). In these field test experiments, the WSU was customized by 

DENSO Company, who is the subcontractor of Battelle.  

The DENSO WSU solution is a custom computing and communications platform 

specifically designed for the development, implementation, testing, and evaluation of 5.9 GHz 

DSRC V2V/V2I applications. The device incorporates ST Microelectronics Cartesio+ chipset 

with an ARM11 application central processing unit (CPU), embedded Global Positioning System 

(GPS) receiver, and Atheros WAVE transceivers to facilitate the development of safety and non-
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safety ITS applications. The software configuration uses Linux as a general purpose operating 

system (OS) (Burt et al., 2014b). The DENSO WSU includes a dual channel DSRC radio, GPS 

receiver and processing capability for the three basic safety applications.    

The WSU may receive the following information: vehicle’s current GPS position and time, 

vehicle’s speed, vehicle’s gear position, vehicle’s brake status, vehicle’s vehicle length, vehicle’s 

vehicle type and basic safety messages including remote vehicle(s) path history and remote 

vehicle(s) position and heading.  

The WSU may transmit the following information to the in-vehicle display: vehicle’s 

current GPS position and time, vehicle’s speed, vehicle’s gear position, vehicle’s foot brake status, 

remote vehicle(s) position and heading, remote vehicle(s) target classification, and safety 

application alert status like CSW alert and EEBL alert. 

The WSU may transmit    SAE J2735 Basic Safety Message (BSM) approximately once 

every 100 milliseconds on the DSRC radio. Figure 22 shows an example of the WSU.  

 

Figure 22. WSU example 

There may be more than one WSU in a V2V/V2I application depending on the multi-task 

requirements. For example, two WSUs are utilized sometimes. One is responsible for running 
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safety applications while the other operates as an alternative or channel-switching radio (Stephens 

et al., 2014).  

Figure 23 shows the basic hardware architecture and electronic architecture of the WSU 

which was used in TRP project (Burt et al., 2014a, 2014b, 2014c). The miniWSU has a plastic 

molding that is approximately 106mm * 72mm * 25mm in dimension.  

 

Figure 23. Construction of miniWSU1 

In the project of commercial connected vehicle test for safety applications (Howe et al., 

2016a, 2016b, 2016c, 2016d; Stephens et al., 2014) and the project, commercial vehicle test for 

retrofit safety device (LeBlanc et al., 2014a; LeBlanc et al., 2014b; Stephens et al., 2014), a 

particular version of WSU 1.5 was used for the project. It consists of a custom single board 

computer with various automotive and communications interfaces. Its size is 140 x 120 x 30 mm. 

A summary of the WSU 1.5 attributes is summarized in Table 16.  
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Table 16. Attributes of WSU 1.5 

 

The WSU1.5 includes a 5.9 GHz DSRC radio, an applications processor, and a custom 

single board computer as a platform for V2X communications and applications research and 

development. Included are connections for power, ignition sense, RS-232 serial data, GPS serial 

NMEA and 1 pulse/second timing, 100BaseT Ethernet, two USB1.1 ports, three general purpose 

inputs, one general purpose output, supply ground, and two CAN2.0 ports. The internal WSU1.5 

configuration file includes an element for entering the physical three-dimensional offset between 

the location of the GPS antenna and the geometrical center of the vehicle. Figure 24 shows two 

images of the device, the left details the electrical interface for the unit, the right shows a bottom 

view of a prototype unit with a ruler for scale. 

 

Figure 24. DENSO WSU1.5 with automotive-grade and style connectors 
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2) DSRC Antennas and Receiver 

The DSRC Antennas is used to send and receive BSMs. The number of DSRC antennas depends 

on the number of WSUs used in the V2V/V2I applications. If only one WSU is used, only two 

antennas are needed. In the TRP project (Burt et al., 2014a, 2014b, 2014c), since two DSRC 

Radios were built-in to the WSU, two DSRC Antennas were utilized. DSRC Antenna 1 is a “Whip” 

style antenna that mounts to the driver side mirror of the transit vehicle (Mobile Mark PN: EC012-

5800). DSRC Antenna 2 is a glass mounted antenna that is mounted on the inside windshield of 

the transit vehicle (Mobile Mark PN: EDN137-1600), which is shown in Figure 25.  

 

Figure 25. DSRC antenna 1 (left), DSRC antenna 2 (right) 

In the project of commercial connected vehicle test for safety applications (Howe et al., 

2016a, 2016b, 2016c, 2016d; Stephens et al., 2014) and the project commercial vehicle test for 

retrofit safety device (LeBlanc et al., 2014a; LeBlanc et al., 2014b; Stephens et al., 2014), the 

DGPS receiver was used, which is a Novatel model OEMV FLEXG2-V1-L1. The receiver is 

shown in Figure 26. 
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Figure 26. OBU DGPS receiver 

If the V2V/V2I application uses two WSUs, there would be two DSRC antennas for the 

primary WSU and the secondary WSU would use a single shark-fin DSRC antenna which is 

identical to the two primary DSRC antennas.  These two antennas were used by the primary WSU. 

The secondary WSU used a single sharkfin DSRC antenna, identical to those on light vehicles 

(Stephens et al., 2014), which was utilized in the project of commercial connected vehicle test for 

safety applications (Howe et al., 2016a, 2016b, 2016c, 2016d; Stephens et al., 2014) and the 

project commercial vehicle test for retrofit safety device (LeBlanc et al., 2014a; LeBlanc et al., 

2014b; Stephens et al., 2014) 

i. GPS Antenna and GPS Antenna Splitter 

The GPS Antenna splitter is used to split the antenna signal to allow different hardware to have 

access to the GPS antenna. By using GPS Antenna splitter (for example, Mini-Circuits PN: 

ZAPD-2DC-S+), the number of antennas that are mounted on the exterior to the transit vehicle 

could be minimized (Burt et al., 2014b). 
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ii. Driver Display Platform 

The Driver Display Platform is used to display the information processed by the on-board 

hardware components (i.e. WSU). In TRP project (Burt et al., 2014a, 2014b, 2014c), an android-

based tablet was linked to the DSRC radio and the DAS, and this tablet included a Samsung 

Galaxy Tab™ 8.9 (SCH-I957) as illustrated in Figure 27.  This tablet can be mounted in various 

configurations and included Wi-Fi® 802.11 a/b/g/n, and Bluetooth® Wireless Technology 3.0. 

This display unit measures 9.09 x 6.21 x 0.34 inches and contains:  RAM: 1GB; ROM: 59.6GB; 

and 16GB Internal Memory  

 

Figure 27. Samsung Galaxy tab (SCH-I957) 

In the project of commercial connected vehicle test for safety applications and the project 

commercial vehicle test for retrofit safety device, the Driver Display Platform used a customized 

iPad2, as pictured in Figure 28, which hosted the display of visual information to the driver and 

supported four-channel audio. The cab’s existing speakers were used to provide directional audio 

warnings.  
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Figure 28. Driver-Vehicle interface (DVI) 

iii. Wireless Ethernet Interface Equipment 

The Wireless Ethernet Interface Equipment allows both wireless and wired Ethernet connections 

to a local network on the vehicle. In TRP project, for wireless ethernet interface equipment, there 

is an Ethernet switch (Moxa PN: EDS-205A-T, or similar) and a wireless access point (AP) (Moxa 

PN: AWK-3121-US-T, or similar) installed on the transit vehicle. This allows both wireless and 

wired Ethernet connections to a local network on the transit vehicle. 

Because different on-board units may use different power voltages, a DC/DC converter 

may be needed to convert vehicle power into regulated DC voltages that are used to power the 

safety application equipment. The DC/DC convert was utilized in Transit Safety Retrofit Package 

Development project. In TRP project, DC to DC Converter modules were used to convert vehicle 

power into regulated DC voltages that are used to power the TRP equipment. Two modules have 

been identified – a 12VDC to 12VDC conversion and 12VDC to 5VDC conversion. 
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2.4.2.2. Supporting System 

1) Data Acquisition System (DAS)  

Data Acquisition System (DAS) is a very important supporting system for a V2V/V2I application 

(Figure 29). This main function of this device is to store data from multiple source generated by 

the V2V/V2I application. The data includes Controller Area Network (CAN) bus data (i.e., the data 

transmitted in the communication networks that interconnects components inside a vehicle), 

video cameras, radar units, and the safety applications. A DAS usually has multiple working 

modes for different function usage like CPU-use and No CPU-use. A DAS is able to capture a 

wide range of signal frequencies, and a DAS has the ability to track multiple data source at the 

same time including radars, video streams, audio, GPS, and etc. The DAS is capable of recording 

those data at the variable sampling rates or based on the given sampling threshold or the trigger 

events (Burt et al., 2014b).  

 
Figure 29. Illustration of the UMTRI GEN5 DAS (Burt et al., 2014c) 

In TRP project, the DAS consists of the UMTRI GEN5 DAS. The GEN5 DAS application 

software runs on an UMTRI-configured version of Windows XP Embedded. The DAS can run 

different applications depending how the “Mode” connector is controlled by an external switch. 
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Automatic, Demo, Maintenance, graphical user interface (GUI), Upload, and No CPU are 

common modes used in testing. In “Automatic”, the DAS powers up when the ignition switch is 

turned on, data are collected until ignition is turned off and then the DAS powers down. In “GUI” 

mode, an experimenter/operator can start and stop data collection, observe a real-time display, 

and enter test parameters and other metadata. “Upload” triggers an automatic file transfer to a 

server. “No CPU” prevents the computer and peripherals from being powered and is used when 

a vehicle is being serviced or when no data are to be collected.  

In TRP project, the DAS can capture hundreds of signals at 10 to 50 Hz, full target tracks 

from seven radars, five video streams, audio, GPS, and more. Data signal definitions are entered 

into a metadata database, using a GUI. This database is on-board the vehicle and is also available 

for analysis tools, enabling configurable and robust adaptation to different experiments. Video is 

collected onboard the DAS as well. The current system allows up to 8 separate image streams to 

be recorded separately, with frame size, frame rate, and compression parameters tunable to each 

image. Video imagery is collected by defining continuous data collection and/or triggered video 

collection using circular buffering, such that the triggered video (or other data) can be captured 

at higher rates, if desired. The DAS will, at minimum, be capable of recording up to 10 days of 

operational data before requiring a download. To capture data from the OBU and other onboard 

sensors, an existing UMTRI DAS (shown in Figure 30) from the Integrated Vehicle-Based Safety 

System (IVBSS) program was installed on each tractor. The DAS is approximately cube-shaped, 

nine inches on each side. In addition to an interface with the WSU via Ethernet switch, the DAS 

will also interface with the J1939 CAN bus, a suite of four cameras to capture video of the area 

around the tractor and inside the cab, a microphone, an external GPS and cell modem antenna, 
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and an independent inertial measurement unit (IMU) to capture the vehicle motion state measures 

of each tractor. 

 

Figure 30. DAS mounted in a cargo compartment in the sleeper cabs (left) and under the 
passenger seat in the day cab (right)  

2) Vehicle Information-- Inertial Measurement Unit (IMU) 

The Inertial Measurement Unit (IMU) is a sensor that provides yaw rate, longitudinal and lateral 

acceleration that are used as inputs for DAS storage (Burt et al., 2014b). The interface to the IMU 

is a CAN bus interface. For the TRP project, a Local CAN Bus was installed to provide data to 

the DAS.  

These IMU units were automotive grade and mounted in an enclosed weather-proof box 

located at the lateral center of the vehicle between the frame rails (approximately, at the center-

of-gravity height of the vehicle to reduce roll and pitch effects on measured accelerations). A 

picture of the enclosure, mounted on an IVBSS tractor, is shown in Figure 31. 
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Figure 31. DAS IMU in sample location between frame rails behand cab on unsprung mass 
(LeBlanc et al., 2014a) 

2.4.2.3. Overall Illustration of Relationship between On-Board Components 

Figure 32 shows the relationship between requirements and architecture components in TRP 

projects. In Figure 32, the yellow-shaded architecture elements stand for the applications, and 

dark gray-shaded elements with white text represent the hardware. The other architecture 

elements are those elements pertaining to input data (e.g., transit vehicle routes) or elements that 

is not part of the TRP system (e.g., DAS). The TRP safety applications include pedestrian in 

crosswalk warning (PCW) and vehicle turning right in front of bus warning (VTRW). Basic safety 

applications include curve speed warning (CSW), emergency electronic brake lights (EEBL), and 

forward collision warning (FCW). Figure 32 clearly describes how the data is transmitted between 

different devices. The figure shows that the WSU is the core of the whole system and is a highly 

integrated system that it contains the function of generating and splitting the BSM, the function 

of positioning, and the function of processing data and running the safety applications.  
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Figure 32. Relationship between requirements and TRP architecture components (Burt et 
al., 2014a) 

Figure 33 shows the OBE system architecture in the project of commercial connected 

vehicle test for safety applications. A pair of DSRC antennas broadcast and received BSMs. 

Communication with the host vehicle was through its J1939 data bus. Messages to be displayed 

by the Driver Vehicle Interface (DVI) were transmitted via Ethernet. All communication by the 

OBE and much information directly from the vehicle itself was stored by a Data Acquisition 

System (DAS) to support testing and analysis. 
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Figure 33. OBU system architecture (Stephens et al., 2014) 

2.4.3. Summary 

This chapter has reviewed the basic OBU applications for the connected vehicles. To ensure the 

success of the developed smartphone application, the mechanism of the OBU application should 

be fully understood and considered. The functions of OBU application for connected vehicles 

need to be realized by the smartphone applications.  

2.5. Conclusions 

In this chapter, the research team has conducted an extensive literature review of the existing studies 

and practices that are relevant to the smartphone sensors, data communication, OBU application, etc. 

Based on the findings from the reviewed practices and materials, the followings can be recommended 

and considered for using smartphone to emulate OBU applications: 
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• The viability of using smartphone for emulating the OBU application should be validated by 

considering data flow, latency of data flow, data utilization, impact on battery life, etc. 

• Evaluation tests should be conducted to validate the accuracy of the data obtained based on 

smartphone sensors including travel modes, users’ locations, speeds, movements, etc. The 

data should be refined if needed 

• To provide proactive pedestrian detection, appropriate complementary sensors should be 

considered, and the corresponding detection and tracking methods should be referred to 

• OBU applications should be fully understood and incorporated while developing the 

applications 
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CHAPTER 3. VALIDATION OF THE FEASIBILITY OF USING 
SMARTPHONE AS OBU 

To emulate On-board units (OBUs), it is necessary to set up the smartphone data communication. 

As shown in Figure 34, the smartphone data communication involves three components: road 

users, smartphone, and cloud server. By using developed application (apps), the statuses such as 

locations, speeds, and movements could be collected by the smartphone sensors. Through 

wireless communication, the collected data could be uploaded to the server. The server could 

identify the potential conflicts through cloud computation and then send warning to road users 

through the developed apps. To realize the data communication, the research team developed the 

smartphone application (app) for both android and iOS systems and set up the cloud server in this 

task.  

 

Figure 34. A framework of smartphone data communication 

Section 3.1 discusses the process of apps and server development. The different sensor 

data and the corresponding traffic parameters are also investigated.  

Section 3.2 presents the feasibility test of using smartphones as OBU emulators. In this 

task, the research team set up the developed app and the server for data communication from a 

smartphone to the cloud and vice versa. Extensive experiments are conducted to test the 
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communication latency and battery consumption of the developed apps. The experiments 

considered the different transportation modes, speeds, sampling duration, etc.  

Section 3.3 concludes the feasibility of using smartphones as OBU emulators. Meanwhile, 

the plans for the following tasks about validating the accuracy of smartphone data and test of 

complementary sensors are also presented.  

3.1. Development of Apps for Data Collection 

3.1.1. Develop Application to Collect Data 

There are two popular phone operation systems in the market, i.e., Android and iOS. Hence, the 

research team developed smartphone apps both for Android and iOS operating system to collect 

smartphone sensor data. The developed smartphone apps could collect sensors data for different 

traffic modes and then upload these data to the server. Figure 35 illustrates the developed apps of 

Android and iOS systems. It is shown that different sensors’ data such as GPS (Global Positioning 

System), Accelerometer, Gyroscope, Magnetometer, and Barometer could be collected through 

the apps. The user can turn on/off each sensor. After collecting data, it can be saved in local 

storage in the smartphone and sent to the server. The user can select different sampling durations 

to test the data communication between the apps and the server. Depending on the sampling 

duration, the total amount of sensors’ data is different. For example, if the sampling duration is 

20ms (0.02 second), fifty samples could be recorded and transmitted to the server through the 

apps in one second. Thus, the higher the sampling duration value means the lower the data 

samples. Users can save the data samples by using ‘save’ options.  
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(a) Android App (b) iOS App 

Figure 35. Screen-shot of developed apps 

3.1.2. Data Stream 

Table 17 lists the sensors and the data that can be collected. Based on the data, road users’ data 

information such as location, speed, movement, acceleration, transportation mode could be 

identified. For example, the GPS could directly provide road users’ locations and the speed could 

be calculated based on the distance difference of two locations and the time interval. Based on 

smartphone accelerometer data, the acceleration of the vehicle could be calculated (Ferreira et al., 

2017). Using gyroscope and GPS data, right/left/U-turning movements of vehicles could be 
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identified (Renaudin and Combettes, 2014). The vehicle’s location (e.g., regular road, under pass, 

and fly-over) could be determined by using barometer and magnetometer data (Johnson and 

Trivedi, 2011). In addition to sensors data, researchers have also included the activity recognition 

API in Android and iOS app to detect travel mode of the app user. User activities are classified 

in some specific classes such as walking, bicycling, driving, etc.   

Table 17. List of sensors used in apps for data collection  

Sensor Name Data Collected Dimensions Unit 

GPS Geographical descriptions of current 
location Latitude, Longitude Degree 

Accelerometer Acceleration x, y, z g-force 
Gyroscope Rotation Rate x, y, z radian/s 

Magnetometer Magnetic Field x, y, z µT 
Barometer Ambient Air Pressure 1 hPa 

 

All collected sensor data can be saved at the smartphone device and sent to the server. To 

save the sensor data in smartphone, the apps user needs to activate the saving option in the app 

and users can specify the data file name. Data format in the smartphone is a CSV (comma-

separated-value) file while the data is saved as a JSON file. Figure 36 shows the screenshot of the 

collected data file for the smartphone app.  In the data file, all selected sensors data are included.  



88 
 

 

 

Figure 36. Screenshot of data file generated by the smartphone app 
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3.1.3. Summary  

In this chapter, the development of smartphone apps and the data stream generated by the apps 

were discussed. The developed apps are able to read, upload, and save sensors’ data. Data of five 

sensors including GPS, accelerometer, gyroscope, magnetometer, and barometer could be 

collected. The traffic parameters corresponding to different sensor data were investigated.      

3.2. Feasibility Test 

3.2.1. Demonstration of Data Communication 

The server was set up for collecting data from the smartphone apps. Through an Application 

Programming Interface (API), the apps could upload the collected data to the server and download 

data from the server. An option of changing sampling duration was set up in the app to verify the 

effects of sampling duration on the battery consumption and communication loads for the apps. 

The Android app could be connected to the Android Studio to observe the data communication 

between the smartphone app and the server. As shown in Figure 37, two signals could be observed: 

yellow signal representing the data communication from smartphone to the server and blue signal 

for the acknowledgment signal from the server to a smartphone. After receiving a data packet, 

the server sends an acknowledgment signal to the server. Hence, two signals (data: apps to server, 

acknowledgment: server to apps) are shown in the figure for data communication. Figure 38 

indicates that the iOS app is connected to the iOS profiler. It could be observed that the 

smartphone apps could successfully upload data to the server and receive data from the server. In 

other words, both the Android and iOS apps could successfully communicate data with the server. 
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Figure 37. Visualization of data communication (through Android studio) for Android 

 

 

Figure 38. Visualization of data communication for iOS 
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3.2.2. Latency of Data Transmission  

The data transmission involves two processes: (1) transfer data from smartphones to the server 

(uploading data); (2) obtain data from the server to the smartphone (downloading data). It is 

required to analyze the latency of data transmission for the two processes. Latency is an important 

indicator to measure the performance of a communication system, which basically depends on 

the communication delay. It should be noted that the information of each user will be uploaded 

from the app to the server in real time. Meanwhile, the server will send the warning message to 

the related users if a potential conflict is identified. Through the round-trip communication is 

tested for the same user, the round-trip latency could represent two cases: (1) uploading the app 

data and receiving the warning message by the same user; (2) uploading the app and receiving 

the warning message by different users. The overall communication delay for any communication 

technology is divided into four sections: transmission delay, propagation delay, queuing delay, 

and processing delay (Martin et al. 1997).   

Transmission delay depends on the data packets lengths and the transmission rate of 

communication technology. Depending on communication technology, transmission delay can be 

different. Since our apps are designed for drivers and pedestrians who stay outside, the most likely 

communication technology used by the app user will be cellular communication (outside). Hence, 

delays with 4G (LTE) communication was investigated for both walking and driving statuses.  

Propagation delay depends on the distance between transmitter and receiver, and 

propagation speed. For wireless communication technology, data packets are multiplexed with an 

electromagnetic wave, which is a carrier signal of gigahertz frequency in the speed of light. Hence, 

propagation delay is a minimum delay in the overall communication delay which could be ignored.  
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Queuing delay depends on the duration that a packet waits in the queue to be executed. 

Queuing delay is related to the data volume (communication load). Large data volume would 

increase the queue length and hence increases the queuing delay. Data volume depends on several 

issues such as the number of sensors used in the app, sampling duration, computational load at 

the a   As the size of all sensor data is very small (approximately 3.2KB/s), only the effect of 

sampling frequency was investigated. 

Processing delay is the delay introduced at the transmitter and intermediate nodes for 

multi-hop communication. Depending on the communication technology and processor design, 

processing delay can be different. This task experimented the latency test for two phones: 

Samsung Note9 (Android smartphone) and iPhone XS (iOS smartphone). The two phones can be 

regarded as the most advanced smartphones currently in the market.  

3.2.2.1. Experimental Design  

Two parameters including sampling duration and travel mode were investigated by using both the 

Samsung and iPhone for the experiment.  Four sampling durations (i.e., 100 millisecond (ms), 

300ms, 500ms, and 1,000ms) were investigated for the latency test and two different travel modes 

were investigated: walking and driving a vehicle. Four different constant velocities have been 

tested for the driving scenario: 20 mph, 30 mph, 40 mph, and 50 mph. During the latency test 

experiments, all the sensors were activated.    

3.2.2.2. Experimental Results  

The experiment was conducted by using Samsung Note9 for Android app and iPhone XS for iOS 

app. In each experiment, one thousand data samples were collected and each experiment was 

conducted twice. The average uploading, downloading and total latencies were calculated for 
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each case. In two travel modes, total walking duration for each application (Android/iOS) was 

more than two hours and total driving distance was approximately 180 miles.  

The uploading, downloading, and round-trip durations for walking and driving modes are 

shown in Tables 18 and 19. The uploading duration is the time difference between the starting 

time to upload data from the app and the receiving time of data in the server. The downloading 

duration is the time difference between the data generating time at the server and the receiving 

time at the app.  Round-trip duration is the summation of uploading and downloading durations. 

Several observations could be made from the results presented in the two tables. First, there is no 

significant effect of sampling rate, transportation mode, and speed on the latency. The round-trip 

latency under different conditions for the two smartphones ranges from 85ms to 150ms. Second, 

the uploading latency is longer than the downloading latency for the iPhone while the opposite 

result could be found for the Samsung. For different sampling durations and transportation modes, 

the average uploading latencies of iPhone are between 50ms and 100ms and the average 

downloading latencies are between 27ms and 35ms. For Samsung, the average uploading 

latencies are between 28ms and 33ms while the average downloading latencies are between 75ms 

and 130ms. The opposite performance of Samsung (Android) and iPhone (iOS) is because of the 

different communication design and developing environment of the a   Finally, for most cases, 

iPhone has shorter latency compared to Samsung.  

Latency requirement for V2X (vehicle-to-everything) for safety is between 100ms and 1 

second (Deyet al. 2016; Xuet al. 2017). Hence, the average 4G LTE communication latency range 

of the developed application could generally meet the latency requirement. Meanwhile, it is 

expected that the latency will be drastically reduced with 5G communication technology, which 

is an imminent communication technology (Shah et al., 2018).   
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Table 18. Uploading, downloading and round-trip duration for the walking mode 

Sampling 
duration 

Walking - iOS  Walking -Android 

Uploading Latency 
(ms) 

Downloading 
Latency 

(ms) 

Round-
trip 

Latency 
(ms) 

Uploading 
Latency 

(ms) 

Downloading 
Latency 

(ms) 

Round-trip 
Latency 

(ms) 

100ms 114.89 31.85 146.73 32.01 79.93 111.94 
300ms 106.99 29.32 136.31 29.30 95.21 124.52 
500ms 62.68 32.71 95.39 29.08 101.38 130.46 

1000ms 61.07 29.88 90.95 29.81 104.72 134.53 
 

Table 19. Uploading, downloading, and round-trip duration for the driving mode 

Speed Sampling 
duration 

In Vehicle - iOS  In Vehicle - Android 

Uploading 
Latency 

(ms) 

Downloading 
Latency (ms) 

Round-
trip 

Latency 
(ms) 

Uploading 
Latency 

(ms) 

Downloading 
Latency (ms) 

Round-
trip 

Latency 
(ms) 

20mph 

100ms 62.81 34.27 97.08 30.55 98.82 129.37 
300ms 85.78 34.42 119.21 31.2 101.674 133.58 
500ms 72.09 31.19 103.29 31.56 106.001 137.56 

1000ms 78.53 30.87 109.39 31.12 111.48 142.6 

30mph 

100ms 74.64 29.09 103.73 32.13 87.41 119.54 
300ms 59.97 28.26 88.23 30.95 92.23 123.18 
500ms 69.28 27.73 97.01 30.96 91.42 122.02 

1000ms 72.44 29.13 101.57 31.31 122.805 154.11 

40mph 

100ms 57.188 28.69 85.87 31.42 80.145 111.56 
300ms 60.36 30.72 91.08 31.54 91.47 123.02 
500ms 59.74 31.28 91.03 30.29 107.6 137.89 

1000ms 61.22 29.76 90.98 28.97 113.48 142.49 

50mph 

100ms 63.63 27.68 91.31 32.32 91.11 123.42 
300ms 61.17 27.89 89.06 31.32 100.49 132.01 
500ms 60.47 28.29 88.76 32.04 103.2 135.24 

1000ms 69.84 28.18 98.02 30.46 111.79 142.25 
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3.2.3. Battery Consumption 

Battery consumption by the technology and hardware in the smartphone is also a key factor in the 

design of new service and application. Both sensing and processing data require a significant level 

of energy (Carroll and Heiser, 2010).  The selection of sensors and methods to optimize sensing 

using suitable sampling frequency to leverage battery consumption and system performance 

should be considered in the smartphone-based application. Data processing energy can be reduced 

using effective and optimized algorithms (Lane et al. 2013). The detailed specification of both 

Samsung Note9 and iPhone XS is shown in Table 21. The Apple company didn’t report the 

battery capacity of iPhone XS. According to the test of other companies (BGR Media LLC, 2018; 

Techradar, 2018), the battery capacity of iPhone XS is 2,658 mAh. It is reported by Samsung that 

Note9 has larger battery of 4,000 mAh, compared to the iPhone XS. 

Table 20. Specifications of Samsung Note 9 and iPhone XS 

Specifications Samsung Note9 iPhone XS 

Model SM-N960U1 MT942LL/A 
Battery  4,000mAh 2,658mAh  

Capacity 128 GB 64 GB 
Screen  FHD+(2220x1080) 1125 x 2436 pixels, 19.5:9 ratio (~458 ppi density) 

Memory  6 GB 4 GB 
 

Figure 6 presents screenshots of battery consumption status for both Samsung Note9 and 

iPhone XS. As shown in Figure 6, Samsung Note9 provides battery consumption at the mAh level. 

Meanwhile, iPhone only provides the percentage of battery consumption and the percentage is 

only at the integer level. The detailed estimation of battery consumption for Samsung could be 

collected in mAh and no accurate battery consumption for iPhone could be collected.  
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(a) Samsung Note9 (b) iPhone XS 

Figure 39. Screen-shot of battery consumption status 
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3.2.3.1. Experimental Design  

The experimental design can be described in two cases.  First, battery consumption by the app 

was calculated for different sampling rate with activating all sensors. Ten different sampling 

durations from 100ms to 1000ms in 100ms increments. Second, battery consumption by 

smartphone app for different number of sensors was estimated (keeping a constant sampling rate). 

In the second case, several scenarios have been considered: (1) a single sensor was in activated 

mode. Five sensors were tested separately. (2) all sensors were activated. (3) no sensor was 

activated to test the pure battery consumption of the smartphone. Hence, totally seven different 

scenarios were included for the second case. The test for each scenario was conducted twice and 

one hour for each.   

3.2.3.2. Experimental Results   

In Figure 40, battery consumption by the Android Application for different sampling rate is shown. 

It is indicated that battery consumption slightly decreases with the increase of sampling durations. 

For different sampling durations, the battery consumption ranges from 249 mAh per hour to 273 

mAh per hour, lower than 7% of the total batter capacity.  
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Figure 40. Battery consumption for Android for different sampling rate 

Figure 41 shows battery consumptions for different sensors with the sampling duration of 

500ms. The battery consumptions were 194mAh per hour by the app itself and was 255mAh per 

hour with activating all sensors. Among different sensors, GPS (Global Positioning System) 

consumes highest battery energy. Battery consumptions by other sensors could be negligible (less 

than 10 mAh).  
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Figure 41. Battery consumption for different sensors   

For the iPhone, the battery consumption with all sensors activated was around 12% if the 

sampling duration was lower than 500ms and the app with the sampling duration equal to and 

over 500ms would consume around 11% of the battery. Meanwhile, the app itself consumed 

around 10% of the battery.  

It could be concluded that the smartphone could have sufficient battery capacity for using 

the developed apps to emulate the OBU.  

3.2.4. Summary  

In this chapter, data communication capabilities of the applications, latency requirement for the 

communication, and the battery consumptions for the application were investigated. The data 

communication between the developed apps and the server was set up. The data communication 

latency was investigated by considering the sampling duration, transportation mode (walking and 

driving), speed for both Android and iOS systems. The experiment results suggested that the 

latency of data communication could meet the latency requirement of V2X applications. 

Experiments were conducted to test the battery consumption by the developed apps with different 
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sensors activated. It was found that the battery consumptions per hour of the developed apps was 

lower than 7% of the total battery capacity for Samsung and around 10% for iPhone. It indicated 

that the smartphone could have sufficient battery capacity for using the developed app.  The GPS 

consumes the highest battery compared to other sensors.  

3.3. Conclusions 

In this chapter, the research team has developed smartphone applications (apps) for both Android 

and iOS operating systems. The developed smartphone apps could collect smartphone sensor data. 

The data of five sensors including GPS, accelerometer, gyroscope, magnetometer, and barometer 

were included in the developed apps. The collected data could be used to obtain transportation 

related information of users including transportation mode, location, speed, movement, etc. The 

server was set up to realize the communication between the developed apps and the server. 

Extensive experiments were conducted to test the latency of data transmission and battery 

consumption of the developed apps for Samsung (Android smartphone) and iPhone (iOS 

smartphone). The results suggested that the latency of data communication could meet the 

requirement of V2X applications. Besides, both smartphones could have enough battery capacity 

for using the developed apps. Hence, it could be concluded that it is feasible to use the smartphone 

to emulate the OBU.  
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CHAPTER 4. VALIDATION OF THE DATA ACCURACY AND 
REFINEMENT OF THE DATA STREAM 

Smartphone data communication involves three components: road users, smartphones, and the 

cloud server. By using developed applications (apps), the smartphone data such as Global 

Positioning System (GPS) coordinates, speed, and accelerometer can be collected and uploaded 

to the server. Smartphone data can be used to compute traffic parameters such as locations, speeds, 

and movements associated with. To emulate the OBU (on-board unit) applications, traffic 

parameters need to accurately reflect the users’ statuses. This task attempted to compute different 

traffic parameters based on the smartphone data and validate the accuracy.  

Section 4.1 presents the architecture design of the cloud server and smartphone apps. The 

designed architectures can better use the smartphones to emulate the OBU applications. The 

smartphone sensor data are also discussed.  

Section 4.2 presents extensive smartphone data analysis and evaluation. Computation 

methods were proposed to obtain six different traffic parameters, including position, speed, 

localization, transportation mode, acceleration, and movement. The methods were programed into 

either smartphone apps or the cloud server. Multiple experiments were conducted to evaluate the 

obtained traffic parameters.   

Section 4.3 concludes the smartphone data analysis results and the developed smartphone 

apps cloud server. It suggested that the computed traffic parameters could well reflect the user 

status. The following tasks about emulating the OBU with the computed traffic parameters were 

also presented.  
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4.1. Development of Cloud Server and Apps  

To emulate the OBU applications by using smartphones, the research team set up the server and 

developed smartphone apps. The architectures of the cloud server and apps were well designed 

to realize different functions such as data communication, data filtering, and computation. 

4.1.1. Architectures of Cloud Server and Apps 

4.1.1.1. Architecture of Cloud Server 

The research team set up the cloud server with DigitalOcean. It is a Django webserver application 

which is a python-based framework. The main reason to proceed with a python server is that it is 

more convenient for data processing and machine learning methods. The delay associated with 

this type of server is also within the tolerable limits for P2V (Pedestrian-to-Vehicle) and I2V 

(Infrastructure-to-Vehicle) applications as was discussed in Chapter 3. As shown in Figure 42, 

the server has three main components including Django Application, databases, and algorithms. 

The description of each is mentioned below. 

 

Figure 42. Server architecture 
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(1) Django Application 

This is the core of any Django-based webservers. It processes data upload requests from 

smartphones and transfers the requests to appropriate Views. The Views are the place where the 

server decides what sort of data is coming in and where to save it in the database. This is then 

forwarded to Models. This is middleware and data handler between the data and database. Django 

provides this middle layer so that the developer can write/read data from the database without 

explicitly interfering with it. 

(2) Databases 

The databases associated with the Django Application is in PSQL format which is a SQL database. 

The real-time data coming from the smartphone is saved in one database. Base map database 

contains information of roads, intersections, curves and crosswalks while the potential conflict 

database contains information about the interference between pedestrians and drivers. 

(3) Algorithms 

This is the main part of the server where data is filtered, potential conflicts are identified, and the 

warning messages are sent back to the smartphone. The warning algorithms will be developed in 

the future tasks. 

In addition, the research team has also established a Rest API. This allows the team to 

query data from the database and perform analysis of the data. In the future, this can be converted 

into a public API so that other users can benefit from this data as well. 

4.1.1.2. Architecture of Smartphone Apps 

The research team developed apps to emulate OBU applications. The environment used is the 

latest version available for the development platforms. Figure 43 43 shows the main components 
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of the developed smartphone including activity files, XML files, database, sensors, and data 

processing. 

 

Figure 43. Mobile application architecture 
(1) Activity Files  

This is the core of any mobile apps. An Activity is the place which holds all the codes needed to 

run the app.  In fact, some of the data processing and analysis is also carried out inside an Activity 

file. This is essentially the backend of the application. Each Activity is associated with an XML 

file. 
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(2) XML Files 

While most codes run in an Activity, the developer needs to decide what to display to the users 

of the apps. This is accomplished with the help of XML files. It can also be referred to as the 

frontend of the application. 

(3) Databases 

There is also a database in the mobile app which stores the different data that can be useful for 

the application. 

(4) Sensors 

Almost every smartphone has a collection of various sensors. With the development of 

technology, these sensors have been becoming more and more accurate as well. The research 

team identified different sensors needed for the project, including GPS, magnetometer, 

accelerometer, barometer, gyroscope, etc. The data of these sensors will be introduced in the 

following section.  

(5) Data Processing 

These processes are usually carried out within an Activity. The raw sensor values could not 

directly reflect users’ conditions. To understand smartphone users’ different statuses such as 

locations, speeds, transportation modes, movements, different algorithms were proposed in this 

task to modify, filter, and fuse different sensor data. The data processing techniques will be 

discussed in Chapter 3. 

After all the processes, the data is now ready to be uploaded to the server. The mobile app 

creates multiple threads while uploading the data. This is important because data does not have 
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to wait in a queue. Whenever there is a free thread, data can be uploaded to the cloud server and 

hence the communication latency can be reduced.  

4.1.2. Overview of Smartphone Sensor Data 

A smartphone is equipped with multiple sensors, including motion sensors, environmental sensors, 

position sensors, and connection sensors. In this report, the primary sensors used for traffic 

parameters estimation are accelerometer, gyroscope, GPS, and magnetometer. 

(1) Accelerometer 

Accelerometer sensors measure the acceleration of smartphone on different axes with the unit of 

m/s2 (Figure 444). Since the sensor can represent the motion of a subject, the accelerometer has 

been widely used in driving movement detection, activity recognition, etc. (Paefgen et al., 2012, 

Vlahogianni and Barmpounakis 2017). For example, if a vehicle makes hard acceleration, it will 

be reflected by an abrupt increase of the acceleration reading of y axis. 

 

Figure 44. Accelerometer of a smartphone 
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(2)   Gyroscope 

Gyroscope sensor reflects smartphone’s rotation rate on three axes with the unit of rad/s (Figure 

45). Gyroscope is helpful in the navigation applications as well as some smartphone games which 

use the rotation data (Su, 2017). At the same time, it can also be used to detect vehicle’s 

movements, which will be elaborated on in the following section.  

 

Figure 45. Accelerometer and gyroscope of smartphone 

(3) Magnetometer 

Magnetometer estimates magnetic field at a given point on Earth. In this report, is was mainly 

used to get the angle between the horizontal component of the magnetic field and the magnetic 

north, in degrees. 

(4) GPS 

GPS sensor can provide location information of the device. From the sensor, the data including 

longitude, latitude, bearing, and speed could be obtained. Specifically, the longitude and latitude 
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information tell the location of the device in degrees. Bearing is the horizontal direction of travel 

of this device, from 0 to 360 degrees. The speed is not calculated with the function of position 

against time. Instead, the speed is measured based on the Doppler shift in the signals coming from 

the satellites. Hence the speed is instantaneous speed, not the space mean speed.  

4.1.3. Summary  

The research team set up the server and developed smartphone apps to realize the data 

communication between smartphones and the server. In this chapter, the architecture design of 

server and apps were presented. For the server, the designed architecture could realize the 

functions of receiving data from smartphones, computation, storing data, and sending data to 

smartphones. For smartphone apps, the designed architecture could help collect the raw sensor 

data, initially process data, upload data to the server, and receive message from the server. In 

addition, the primary smartphone sensor data were discussed.       

4.2. Smartphone Data Analysis and Validation 

To better emulate the OBUs, it is essential to understand the statuses of smartphone users in real 

time. The statuses include the location, speed, traffic environment, transportation mode, 

acceleration, and movement. In the following sections, all these statuses were obtained with the 

smartphone sensor data and experiments were conducted to validate their accuracy.  

4.2.1. Smartphone Position Data Accuracy Validation 

The smartphone position data is very important for the system to know the location of smartphone 

users and send important information.  To correctly measure the position accuracy, ground truth 

data were collected from RTK (Real Time Kinematics) GNSS (Global Navigation Satellite 

Systems). RTK positioning is a satellite navigation technique used to enhance the precision of 

position data derived from multiple satellite-based positioning systems (GNSS) including GPS 

https://en.wikipedia.org/wiki/Global_Positioning_System
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(Global Positioning System), GLONASS (GLObal NAvigation Satellite System), BeiDou, 

Galileo, QZSS (Quasi-Zenith Satellite System), and SBAS (Satellite-based Augmentation 

System). It uses measurements of the phase of the signal's carrier wave in addition to the 

information content of the signal and relies on a single reference station or interpolated virtual 

station to provide real-time locations with the centimeter-level accuracy.  

The two phones used in this experiment are iPhone Xs and Samsung Note 9. As discussed 

in Chapter 3, two different applications were developed for reading the position data from the 

two different smartphones. Position data are acquired using the smartphone apps. First, the 

accuracy of two different RTK GNSS devices (Emlid Reach RS+ and CHC X91+ RTK GNSS 

Receiver) were validated. Figure 46 shows Reach RS+ and CHC X91+ RTK GNSS receiver, 

respectively. Notably, each GNSS module requires two GNSS devices: one is the base and the 

other is the rover.  

  
(a) Emlid Reach RS+ RTK GNSS (b) CHC X91+ RTK GNSS 

Figure 46. RTK GNSS 
The GNSS modules were validated by comparing with Google map. A volunteer walked 

along a crosswalk with GNSS rover and then the GNSS data points were plotted on Google Map 

(Figure 47).  The validation results suggested that the Emlid Reach RS+ could provide positioning 

https://en.wikipedia.org/wiki/GLONASS
https://en.wikipedia.org/wiki/BeiDou_Navigation_Satellite_System
https://en.wikipedia.org/wiki/Phase_(waves)
https://en.wikipedia.org/wiki/Carrier_wave
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information with higher accuracy and better convenience to carry for the test. Hence, the Emlid 

Reach RS+ was used for validating the accuracy of smartphone positioning data.  

 

Figure 47. Validating GNSS data using Google map 

4.2.1.1. Validation of Pedestrians’ Position Data 

The volunteers walked along the crosswalk with a smartphone on one hand and the RTK GNSS 

receiver rover in the other hand. Three experiments were conducted for each phone. Smartphone 

and GNSS data points were plotted on Google map and the error was calculated by measuring the 

distance between the two corresponding points from smartphones and the RTK GNSS.  Figure 

48 shows different data points from iPhone, Samsung, and the ground truth (RTK GNSS). It 

demonstrates that pedestrian trajectories from the Samsung phone is more close to the ground 

truth compared with the iPhone.   
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a) RTK GNSS data vs iPhone position data  b) RTK GNSS data vs Samsung position data 

Figure 48. GNSS data points vs smartphone data points 

For each experiment, the distances between the ground truth points from the RTK GNSS 

and the points based on smartphone data were calculated while the results are summarized in 

Table 21. As shown in Table 21, the mean distances of Samsung and iPhone are 7.33 feet and 

11.33 feet, respectively. Maximum GPS error for the iPhone can go up to 32 feet, whereas it is 

25 feet for the Samsung phone. Minimum errors for both smartphones are 1 foot. Hence, it could 

be concluded that the position data from the two phones could reflect the position information for 

pedestrians while Samsung is more accurate than iPhone. Meanwhile, it is expected that newer 

models of phone will achieve better accuracy. 

Table 21. Validation results for iPhone 

Smartphone Average error Max error Min error 
iPhone 11.33 feet 32 feet 1 foot 

Samsung 7.33 feet 25 feet 1 foot 
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4.2.1.2. Validation of Vehicles’ Position Data 

To validate the position data for vehicles, the driver drove a car along the road with the two 

smartphones and the RTK GNSS. As shown in Figure 49a), the two smartphones were mounted 

in the front of the vehicle. Meanwhile, the GNSS rover was put on the roof of the vehicle with a 

tripod since the GNSS receiver must face the sky for high-accuracy localization outputs (Figure 

49b)). The validation tests were conducted at 3 different speeds, i.e., 20, 25, and 30 mph.  For 

each speed, three experiments were conducted with a mile for each experiment. The driver tried 

to maintain a constant speed every time.  Sometimes, the speed fluctuated due to the influence of 

other surrounding cars and red lights. The data under these influences were excluded for the 

validation.   

  

a) Two smartphones in the vehicle b) GNSS rover on top of the vehicle  

Figure 49. Locations of smartphones and GNSS 

Similar to the validation of pedestrians’ locations, the distances between GNSS points and 

smartphone points were calculated and summarized in Table 23.  Figure 50 demonstrates the 

GNSS, iPhone and Samsung data points for the vehicle. The mean errors between the GNSS and 
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smartphones are 4 feet for Samsung and 11 feet for iPhone, respectively. The mean and maximum 

errors for the iPhone are much greater than that of the Samsung. The results indicate that both 

smartphones could provide acceptable position information for vehicles.  

Table 22. Results for vehicle localization data validation 

Device Mean error (feet) Max error (feet) Min error (feet) 
iPhone 11 73 1 

Samsung 4 12 1 
 

 

Figure 50. GNSS and smartphone points for the vehicle 
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4.2.2. Validation of Smartphone Speed 

4.2.2.1 Validation of Pedestrians’ Speed 

Two different statuses of pedestrians were taken into account for pedestrian speed validation: 

walking and jogging. Average walking speed for pedestrians on crosswalks is from 4.1 feet/sec 

to 4.3 feet/sec while the speed of jogging is from 6 to 8 feet/sec (Seyfarth et al., 2009). Since it is 

not very easy to measure instantaneous pedestrian speed, the volunteer walked and jogged along 

the crosswalk with the smartphone and a stopwatch. Five experiments were conducted for each 

walking and jogging. Figure 51 illustrates the trajectory of the pedestrian at the test crosswalk 

during an experiment. The ground truth speeds were calculated by dividing the crosswalk distance 

(73.52 feet) and time from the stopwatch. The smartphone app provides an instantaneous speed 

at every second. These speeds are averaged and compared with the ground truth.  

  

Figure 51. Location for pedestrian speed validation 
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For each status and each smartphone, the validation result is summarized in Table 23. The 

measure MAPE (Mean Absolute Percentage Error) was computed. According to Table 23, the 

errors of speed data from the two smartphones were between 5 and 10 percent, which indicates 

that the smartphone speed data could reflect pedestrians’ status. Also, the speeds from the two 

smartphones were consistently lower than ground truth. Hence, the original speed data from the 

smartphones were weighted by +10% to obtain better speed readings for pedestrians.  

Table 23. Smartphone walking speed validation results 

Status Device Average speed (feet/sec) MAPE (%) Ground Truth Smartphone 

Walking iPhone 4.038 3.794 6 
Samsung 4.012 3.634 9 

Jogging iPhone 8.176 7.696 6 
Samsung 8.318 7.704 7 

 

4.2.2.2 Validation of Vehicles’ Speed 

To validate the vehicle speeds, the driver drove the vehicle at a constant speed using adaptive 

cruise control. Five different speeds (i.e., 25, 30, 35, 40, 45, 50 mph) were tested. At least 7 

minutes were tested for each speed. Figure 52 shows the dashboard of the car using adaptive 

cruise control to maintain the speed at 25 mph.  
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Figure 52. Validation of vehicle speed using adaptive cruise control 

Table 24 demonstrates excellent accuracy of smartphone app speed reading. For each 

speed, the smartphones show very precise readings taking the speedometer as the ground truth. 

Except for one case (Samsung, 45 mph speed), the percentage of error for different cases is only 

1 percent.   

Table 24. Vehicle speed validation results 

Speedometer reading in mph (ft/sec) Device Speed reading in mph (ft/sec) MAPE (%) 

25 (36.67) iPhone 24.71 (36.24) 1 
Samsung 24.47 (35.89) 1 

30 (44.00) iPhone 30.15 (44.22) 1 
Samsung 29.95 (43.92) 1 

35 (51.33) iPhone 35.23 (51.67) 1 
Samsung 34.82 (51.07) 1 

40 (58.67) iPhone 39.54 (57.992) 1 
Samsung 40.10 (58.81) 1 

45 (66.00) iPhone 46.32 (67.93) 1 
Samsung 45.07 (66.10) 3 

50 (73.33) Samsung 49.83 (73.08) 1 
iPhone 49.45 (72.52) 1 
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4.2.3. Localize Users 

4.2.3.1. Motivation for Localization 

The GPS data from smartphones provide information about the position of a user. The research 

team also needs to get the localization (Sivaraman et al., 2013) information to successfully 

emulate the OBU. The fundamental difference between positioning and localization can be 

understood from their definitions: 

Positioning: only gives information about a user coordinates; no information about 

environment such as type of road it is on and whether it is approaching a curve or an intersection.  

Localization: gives information about receiver coordinates and also the environment 

The research team attempted to create their own database with the appropriate localization 

information (such as curves, intersections, crosswalks, etc.). The positioning information (GPS 

coordinates) received from the smartphone can then be mapped to extract the appropriate 

localization information. 

4.2.3.2. Localization for Smartphone Users 

To localize a smartphone user, the Radius Neighbor Classifier algorithm was used, which is a 

variant of the popular K-Neighbor Classifier (Keller et al., 1985). While the K-Neighbor classifies 

according to the nearest K neighbors, the Radius Neighbor classifies a point only if the values fall 

within a particular radius. 

After numerous tests, the research team has decided to select a radius of 30 feet for this 

algorithm. The motivation behind choosing this specific value is that, this method could localize 

points successfully even if the GPS points are received with large errors. Also, this method is 

extremely fast in classification. The localization process is in the server and the average time 
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taken to localize a newly uploaded GPS point is 1ms. Being efficient and fast is very important 

for the purpose of the project, since the research team aims to identify and send P2V and I2V 

warnings to avoid potential conflicts.  

The flowchart of the algorithm used is shown in Figure 53. The GPS data from 

smartphones are uploaded to the server in real time. The task of localization then takes place in 

the server. First, GPS points and direction information are encoded properly to feed into the 

Radius Neighbor Classifier. The classifier can then classify points based on the pre-defined radius, 

which is 30 feet in this project. When the localization process is completed, the server generates 

appropriate labels with the localization information. The labels are now ready to be used for other 

calculations. 
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Figure 53. Flowchart for radius neighbor classifier 

4.2.3.3. Evaluation Experiments and Results 

A base map was prepared with the appropriate localization information by using the ArcGIS 

software. As shown in Figure 54, the base map contains certain points accurately mapping 

different roads and crosswalks. The points were automatically generated along lines with a certain 

distance (a distance of 10 feet was used in this project). Hence, the point base map could be easily 

generated with the roadway base map from FDOT and its coverage could be easily expanded to 

other locations of interest. The research team has programed the training algorithm in the server. 
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If a new training dataset is collected, the server system could update the localization algorithm 

automatically.  

 

Figure 54. Base map points captured by GNSS 
Around 600 points were used for training the model and about 2,000 points collected from 

the smartphones at different locations were used for the validation. The accuracy was calculated 

as the percentage of correct labels. The results for vehicles and pedestrians are summarized in 

Table 25. It can be seen from the table that the accuracy of the two smartphones for vehicles and 

pedestrians is approximately 95%. Hence, it could be concluded that the proposed method has 

obtained high accuracy for all cases of localization. It should be noted that the errors are due to 

the error of the smartphone GPS sensor. Although the GPS sensor could provide good positioning 

information, it still introduces some errors. The OBU could provide more GPS information, but 

is very expensive. On the other hand, the smartphone approach could provide large benefits with 

the high market penetration rate. Meanwhile, more accurate GPS sensors such as dual-frequency 
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GNSS will be adopted in the smartphones in the near future, and the localization accuracy could 

be improved as well.  

Table 25. Results from the localization algorithm for vehicles 

Mode Data Sources Sample 
Size 

Correctly 
Identified Labels 

Accuracy 
(%) 

Vehicle 
Training Data GNSS 539 - - 

Smartphone Data Samsung 579 570 98 
iPhone 450 427 95 

Pedestrian 
Training Data GNSS 92 - - 

Smartphone Data Samsung 433 415 95 
iPhone 450 427 94 

 

4.2.4. Identification of User Travel Modes 

It was necessary, for the purpose of this project, to successfully identify the transportation modes 

of the smartphone app users.  As this project focuses on the I2V and P2V applications, only two 

transportation modes needed to be identified: (1) driving; (2) walking. The research team wanted 

to identify these two user modes based on different sensor readings. In the next phase, the biking 

mode could also be added in the identification if the B2V (Bike-to-Vehicle) application is 

included.   

The transportation modes could be identified by fusing different sensor data. Figure 55 

shows example data of accelerometer z-axis (marked in blue), gyroscope z-axis (marked in red), 

and speed (marked in yellow).  The time labels the x-axis, and the y-axis shows different sensor 

data. The first part of the data shows sensor readings for walking, and the latter shows those for 

driving. It indicates that the sensor data for pedestrians and vehicles are quite different.  Therefore, 

given various sensor data, it is fairly straightforward to detect various modes. 
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Figure 55. Example data of accelerometer, gyroscope and speed sensors from the 

smartphone 
 

4.2.4.1. App Development for Activity Detection  

For Android smartphones, Google has released its own version of Activity Recognition, popularly 

known as Activity Transition API. The developers have made sure that they use the least amount 

of sensor readings (which means lower battery usage) but also get the maximum accuracy of 

detecting an activity. Also, there is a similar API provided by Apple that can provide information 

about the user’s activity, which is called CMMotionActivity.  

The proposed mobile app could take short bursts of sensor data to detect the users’ modes. 

Hence, the two APIs were coded in the apps for the Android and iOS systems. Transportation 

modes could be automatically identified by the two apps and the need for manually selecting the 

mode by the user could be avoided. 
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4.2.4.2. Validation Experiments and Results 

Two experiments were conducted for testing the APIs for driving and walking. In the first 

experiment, data was collected while driving.  Figure 56a) illustrates the performance for 

correctly identifying driving mode. The selected driving route had several intersections, one curve 

and one U-turn. In the second experiment, data was collected while walking. Figure 56b) shows 

the mode detection for walking. The blue dots show which points have been correctly identified 

as walking. It was found that the APPs of both Android and iOS systems could accurately identify 

the transportation modes even if the user stopped at intersections for a while.  

  

a) Mode detection for driving b) Mode detection for walking 
Figure 56. Experiment routes for driving and walking 

While the APPs with the APIs were able to correctly differentiate between walking and 

driving modes, a transition time is needed when the user’s mode changes from one mode to the 

other. For example, a user drives a vehicle, parks the vehicle in a garage, and walks. There is a 

transition time to detect such changes and it takes around 25 seconds for the Android app and 5 

seconds for the iOS app.  Such change usually takes places in the parking garages or parking lots 



124 
 

and generally no warning information is needed. Hence, the transition time would not affect the 

usage of the developed APPs.  

4.2.5. Acceleration Estimation 

A vehicle’s motion can be described by its speed or acceleration. Specifically, the longitudinal 

and lateral accelerations on its X and Y-axes (Figure 57) are two crucial factors for driving 

behavior identification. For example, negative values on longitudinal acceleration represent 

braking, which is a safety indicator for the rear-end collision risk evaluation. In this part, the 

research team aimed to use the sensors of a smartphone to estimate vehicles’ acceleration.  

 

Figure 57. Coordinate systems of smartphone and vehicle (Eboli et al., 2016) 

4.2.5.1. Coordinate Reorientation  

As shown in Figure 57, smartphone and vehicle have similar coordinate systems. However, the 

position of a smartphone inside a vehicle is usually arbitrary. For example, a driver may place 

his/her smartphone in the pocket or use a mount to fix it. Thus, the accelerometer reading of a 

smartphone cannot truly represent the acceleration of a vehicle. In order to estimate the 

acceleration of the vehicle by the smartphone. The first task is to align the coordinate system. 

Generally, two methods are available for this problem. One is based on Euler angles (Tak et al., 

2015) and the other is based on rotation matrix (Liu et al., 2017).  
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The Euler angles are three angles used to describe the orientation of a rigid body with the 

respect of a fixed coordinate system, which is shown in Figure 58.  The red coordinate system is 

the orientation of a smartphone while the blue one indicates the orientation of a vehicle. The basic 

idea of Euler angles is any orientation of the accelerometer can be represented by three values. 

The angle β is the angle between Z axis and z axis, the angle α is the angle between the x axis and 

the N axis (x-convention), and the angle γ is the angle between the N axis and the X axis (x-

convention). 

 

Figure 58. Euler angles illustration 

The three angles are the fundamental parameters for this method. However, the 

smartphone needs to be stable for angle calculation. Hence it should not be placed to any kind of 

acceleration during the calculation, which makes this method not flexible enough for the vehicle 

application.  

Another common way is based on the rotation matrix. It is done in two steps (Figure 59): 

(1) converting the smartphone coordinate system to the geometric coordinate system using 

rotation matrix; (2) converting the geometric coordinate system to the vehicle coordinate system 

using bearing and magnetic declination, which can be obtained from GPS and magnetometer 

sensors of smartphones (Mohan et al., 2008). 
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Figure 59. Coordinate reorientation 

For the first step, the smartphone system provides a build-in rotation matrix sensor, a 9 by 

9 matrix transforms accelerometer readings from the smartphone’s coordinate system to the 

geometric coordinate system which is defined as a direct orthonormal basis (Figure 60). 

Specifically, X is tangential to the ground at the device's current location and roughly points East, 

Y is tangential to the ground at the device's current location and points towards the magnetic 

North Pole, and Z points towards the sky and is perpendicular to the ground. 

 

Figure 60. World's coordinate system 

The second step is the transformation from world’s coordinate system to vehicle’s 

coordinate system. The apps collect magnetic sensors for magnetic declination, which is the 

deviation of magnetic north from true north. Moreover, bearing can be obtained from two 

continuous GPS points, which is the angle α in Figure 61. The T-North represents the true north 

while Y’ is the direction of vehicle.  
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Figure 61. Bearing illustration (Bhoraskar et al. 2012) 

If the accelerometer is well oriented, the reading from smartphone accelerometer can 

better reflect vehicles’ acceleration on different axes.  The reading of Z axis is very close to 32.17 

feet/s2, which is the gravity. The reading of Y axis can represent the longitudinal acceleration of 

vehicle, which will be very close to the acceleration obtained from speed. Meanwhile, the reading 

of X axis can reflect the lateral acceleration of vehicle. 

4.2.5.2. Validation Experiments and Results 

The proposed method was programed in our smartphone application and the reoriented data were 

uploaded to the server. In order to validate the results from coordinate reorientation, the research 

team conducted 27 driving experiments on UCF campus, and the trajectory of one experiment is 

shown in Figure 62. Besides, the smartphone’s positions are shown in Figure 63. Different 

smartphone positions were tested in the experiments.  
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Figure 62. Vehicle’s trajectory 

 

Figure 63. Smartphone’s positions 

After the coordinate reorientation, the readings of smartphone’s acceleration can better 

reflect vehicle’s motion. The Z axis of acceleration is not shown here as it was a constant of 
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gravity. The readings of Y axis during acceleration and deceleration are shown in Figure 64 (a) 

and Figure 64 (b). The blue lines are the speeds and the red lines are the acceleration rates. The 

driver kept accelerating in Figure 64(a) and made a hard brake in Figure 64(b). It shows the 

accelerometer after the coordinate reorientation successfully reflect the true acceleration of the 

vehicle. The acceleration was positive when the speed continued increasing while the acceleration 

was negative when the driver decelerated. Besides, the acceleration rate had a similar trend as the 

speed.  

 

Figure 64. Reorientation results of Y axis 

Similarly, after reorientation, the X axis of accelerometer has the capacity to capture 

vehicles’ turning movements. The result of one driving test is shown in Figure 65. When the 
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vehicle makes a left turn, the value of X axis dropped from 8 to -6 feet/s2. On the contrary, its 

values increased dramatically from 0 to 9 feet/s2 during right turn. 

 

Figure 65. Reorientation results of X axis 

 
This part showed the possibilities of using the rotation matrix and bearing for coordinate 

reorientation. The reading from accelerometer after the reorientation can successfully represent 

vehicle’s different movements.  

4.2.6. Vehicle Movement Detection 

A vehicle has several different movements, such as going straight, left (right) turn, and U-turn. 

Each movement has its own unique characteristics. The identification of movements could be 
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very important at intersections since vehicles could change the paths. Without the movement 

identification, it could be difficult to identify the potential conflicts between vehicles and 

pedestrians at intersections. In this part, different smartphone’s sensors were used to identify 

vehicle movements based on machine learning methods. 

4.2.6.1. Data Description 

After the coordinate system reorientation, the readings from smartphone’s sensors can much 

better reflect vehicle’s information. In this part, smartphone sensors including accelerometer, 

gyroscope, and speed were used as inputs to detect vehicle movements (Bhoraskar, Vankadhara 

et al. 2012). Gyroscope has the same coordinate system as accelerometer but with a different unit 

(rad/s), which can be found in Figure 66 (a). The vehicle has its own motion system, pitch, roll 

and yaw (Figure 66 (b)). These three parameters can be reflected by the values of smartphone’s 

gyroscope after the coordinate reorientation. 

  

Figure 66. Gyroscope of smartphone and motion of car 

Generally, when a car is making a turning movement, the value of Z axis (yaw) will 

change significantly than other two values. Specifically, it will be positive for left turn and 

negative for right turn, which are shown in Figure 67. 
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Figure 67. value of Z axis for left turn and right turn 

4.2.6.2.  Data Pre-Processing 

Raw sensor data have a lot of noise. Take the x axis of accelerometer as an example, the blue line 

in Figure 68 shows the raw readings, which fluctuated frequently. In order to remove sensor noise, 

a smoothing filer was applied. There are many available methods, such as moving average filter, 

Kalman filter, and linear least squares filter. The research team selected moving average as the 

filtering method since it’s the most common for sensor data cleaning (Paefgen et al., 2012; 

Vlahogianni and Barmpounakis, 2017). Meanwhile, the computation cost for this method is low.  
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Figure 68. Value of X axis of accelerometer before and after filtering 

Moving average is a very straightforward method. For a given time period, it calculates 

the average value over a number (N) of variables and replace the Nth variable with the new value. 

The equation is shown in the following equation: 

SMA =  
∑ Ai
N
i=1

N
 

where A is the variable for each time slice, and N is the value for predefined time periods. 

The research team selected 5 seconds as the time period since it can successfully smooth the data 

without losing too much information. All the sensor values were applied this filter accordingly. 

The result of x axis of accelerometer is shown as the dark line in Figure 68. It clearly shows that 

the filtered data is smoother compared to the raw data (blue line). 

In total, we have six features for movement classification. The Pearson correlation 

coefficient was computed to check the correlation between features. The result is shown in Figure 

69. X_acc and Y_acc mean the value of X and Y axis of accelerometer, while X_gyro, Y_gyro, 
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and Z_gyro mean the value of X, Y, and Z axis of gyroscope. Again, the constant Z axis of 

accelerometer (gravity) was not included. All of the features were obtained after the coordinate 

reorientations. For each pair of sensor data, very small correlations were found. Hence, all the 

sensor data were used for the movement identification.  

 

Figure 69. Feature correlation 

4.2.6.3.  Model Development and Validation 

Real-world driving data were collected from May, 2019 to June, 2019. Four trained volunteers 

were asked to collect during daily commutes using the developed APPs developed by the research 

team. The positions of the smartphones were random in order to improve the transferability of the 

proposed methods. The data update frequency is 1 Hz. In total, the research team collected around 

17,000 readings. One of the trajectories is shown in Figure 70. 
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Figure 70. Driving trajectory 

The research team selected support vector machine (SVM), Random Forest, KNN-

Neighbor, and Gradient Boosting as the classification methods. All methods have been applied in 

driving movement classification previously (Eboli et al., 2016; Liu et al., 2017). The process of 

classification is shown in Figure 71. 
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Figure 71. Classification process 

The real-world driving data include four types of movements, driving through, U turn, 

right turn and left turn. These four events were labelled manually based on the trajectory. Then, 

the dataset was divided into training and test data based on the ratio of 7:3. However, since driving 

through is the most common event during daily driving, the dataset contains much more go 

straight events than others. In order to solve this problem, the research team applied Synthetic 

Minority Over-sampling Technique (SMOTE) as over-sampling method to increase the sample 

number of minor classes in training dataset (Yu et al., 2017), which is shown in Figure 71. After 

the over-sampling process, in the training dataset, the number of straight, left turn, right turn and 

U-turn changed from 1328, 75, 57 and 15 to 1313, 1322, 1320 and 1327. The pre-trained model 

was programed at the server side. Hence, the movement could be identified in the server based 

on the uploaded sensor data from smartphones. Precision and recall were selected as the metrics 

for model evaluation. They are useful measures of success of classification especially when the 

classes are very imbalanced. Precision is a measure of result relevancy, while recall is a measure 

of how many truly relevant results are returned. Precision (P) is defined as the number of true 

positives (TP) over the number of true positives plus the number of false positives (FP). Recall (R) 
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is defined as the number of true positives (TP) over the number of true positives plus the number 

of false negatives (FN). The formulation of these two measures are shown as following: 

P =  
TP

TP + FP
              R =

TP
TP + FN

 

The performances of different models are shown in Table 26. Overall, the random forest 

model outperforms other models for the classifications of straight, left turn, and right turn 

movements. All of these three movements have good precision and recall results. The only 

exemption is U-turn event, the recall of random forest is relatively low (the value is 0.5) while 

the precision is much better than other methods (the value is 1). Although SVM could provide 

good recall performance for the U-turn movements, its precision is very low (the value is 0.27). 

The reason that the U-Turn movement has low accuracy is that the event is rare. Hence, 

considering both precision and recall, the random forest method could provide the best 

classification for the four types of movements. Hence, the method was adopted and programmed 

in the server to classify vehicles’ movements.  

Table 26. Classification results 

Indicator Precision Recall 
Methods KNN SVM Gradient Boosting Random Forest KNN SVM Gradient Boosting Random Forest 
Straight 0.99 0.99 0.99 0.99 0.86 0.86 0.97 0.98 
Left-Turn 0.36 0.31 0.68 0.86 0.74 0.68 0.89 0.95 
Right-Turn 0.40 0.52 0.93 0.99 0.71 0.93 0.99 0.99 
U-Turn 0.19 0.27 0.50 1.00 0.75 1.00 0.50 0.50 

 

Figure 72 shows the driving trajectory of an experiment with different movements. It 

indicates that the developed method in the sever could successfully identify the corresponding 

movement.  
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Figure 72. Classification result 

4.2.7. Summary 

Different traffic parameters including positions, speeds, localizations, transportation modes, 

accelerations, and movements were computed based on the smartphone data such as GPS 

coordinate, GPS speed, compass bearing, accelerometer, gyroscope. The computation is 

summarized in Table 27. For different traffic parameters, different smartphone data were used. 

Four traffic parameters including position, speed, transportation mode, and acceleration are 

computed in the smartphone app, and then uploaded to the server. On the other hand, the 

localization and movement are determined in the cloud server once the smartphone data are 

uploaded. Except for the position and speed parameters, multiple models or methods were 

proposed to obtain traffic parameters. The validation results indicated that the all obtained 

smartphone data could well reflect users’ statuses with good accuracy.  
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Table 27. Summary of traffic data computation with smartphone data 

Traffic 
parameters 

Required data for 
computation Computation 

location Method 
Latency 

(ms) Smartphone 
data 

Other 
data 

Position GPS coordinate - Smartphone 
app 

Directly 
obtained instantaneous 

Speed GPS speed - Smartphone 
app 

Directly 
obtained instantaneous 

Localization GPS coordinate, 
compass bearing 

Base 
map Cloud server 

Radius 
Neighbor 
Classifier 

3 

Transportation 
mode 

Accelerometer, 
gyroscope, GPS 

speed 
- Smartphone 

app 

API from 
Google and 

Apple 
instantaneous 

Acceleration 
Accelerometer, 

gyroscope, 
compass bearing 

Rotation 
matrix 

Smartphone 
app 

Coordinate 
Reorientation instantaneous 

Movement 
Accelerometer, 
gyroscope, and 

GPS speed 
- Cloud server 

Random forest 
classification 

method 
3 

 

4.3. CONCLUSIONS 

To emulate the OBU implementations, the research team has designed the architectures of the 

server and developed smartphone applications (apps) to realize the communication between the 

cloud server and smartphones. In this task, multiple methods were proposed to obtain different 

traffic parameters of smartphone users based on the extensive understanding of the smartphone 

data. Numerous experiments were conducted to evaluate the obtained traffic parameters. The 

results suggested that the traffic parameters based on the smartphone data could reflect users’ 

traffic statuses successfully. With the input of traffic parameters, the smartphones could be used 

to emulate the OBU implementations.  In the following tasks, algorithms will be proposed and 

programmed in the server to emulate the OBU implementations for the P2V and I2V applications.  
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CHAPTER 5. TEST OF COMPLEMENTARY SENSORS  

Pedestrians are the most vulnerable road users (FHWA, 2018). While the smartphone apps could 

successfully identify pedestrians, not all pedestrians would like to have the developed apps. To 

detect pedestrians without the developed apps and send approaching drivers warning messages if 

possible conflicts are identified, it is necessary to test other complementary sensors which could 

detect pedestrians proactively. In this task, the research team made a prototype by developing a 

real-time pedestrian detection system.  

Section 5.1 discusses the structure of the P2V (Pedestrian-to-Vehicle) warning system 

based on the complementary sensor. The feasibilities of two emerging sensors (i.e., camera and 

Lidar) were validated and the proper sensor was adopted. With the adopted sensor, a prototype of 

a real-time pedestrian detection system was developed. Then, multiple experiments were 

conducted to test the system’s robustness. 

Section 5.2 extends the pedestrian detection system to a vehicular queue detection system 

at intersections. The queue detection system could be used for the I2V queue warning application. 

Experiments were conducted to validate the developed queue detection system.  

Section 5.3 concludes the feasibility of using an external sensor to proactively detect 

pedestrians at different locations as well as queue length at intersections. Meanwhile, the plans 

for the following tasks about emulating the OBU applications with the smartphones by using the 

detected information, are presented.  

 

  



141 
 

5.1.  Developing a Real-Time Pedestrian Detection System 

5.1.1. The Structure of the P2V Warning System with Complementary Sensors 

Although the developed smartphone apps could automatically detect pedestrians, not all 

pedestrians might use the developed apps. To proactively detect pedestrians even they do not have 

the develop apps, the research team developed a prototype of system to detect pedestrians in real 

time with complementary sensors.  

In this task, a collision warning system with an external sensor was proposed. As shown 

in Figure 73, the detection unit is used to detect pedestrians. The detection data about the 

pedestrians are uploaded to the server through the cloud internet. All pedestrians under the 

detection area could be detected. Meanwhile, the vehicles’ statuses could be collected by the 

drivers’ smartphones and uploaded to the cloud server. The cloud server combines all information 

and determines whether potential conflicts exist. If a potential conflict is identified, the warning 

message will send to the corresponding drivers’ smartphone in real time.  

 

Figure 73. A framework of collision warning system 

Hence, in addition to the smartphone and the server discussed in Task 3, the detection unit 

should be added in the system for the proactive P2V warning. The detection unit should be 

installed at the roadside to monitor the roads. The detection unit could be regarded as a Roadside 

Unit (RSU), similar to the RSU for the On-Board Unit (OBU) with Dedicated Short Range 

Communications (DSRC).  The detection unit could be installed at an intersection to monitor the 
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crosswalks and other intersection areas. If a pedestrian is detected at a crosswalk of an 

intersection, the drivers on the corresponding entering approaches which have potential conflicts 

should receive the warning. Figure 74 shows a typical 4-leg intersection. For the crosswalk 

marked in blue, the Approach 1 right-turn vehicles, Approach 2 through vehicles, and Approach 

3 left-turn vehicles could have potential conflicts. If a pedestrian presents on the crosswalk 

marked in blue, the drivers from these three approaches should be warned ahead.  On the other 

hand, the detection unit could be installed at a segment to monitor the jaywalking pedestrians if 

the segment is a hotspot of pedestrian crashes. If a jaywalking pedestrian is detected, all 

approaching vehicles should receive the warning messages.  

 

Figure 74. Illustration of P2V warning at an intersection 

Hence, the system is composed of the following three parts: 

1. Detection Unit: detecting pedestrians and sending information to the cloud server in 

real time. This unit is similar to the RSU of DSRC. 



143 
 

2. Smartphone app: collecting drivers’ location information and uploading information to 

the cloud server; receiving messages from cloud server and displaying warning. The 

app is an OBU emulator. 

3. Cloud server: receiving data from both the detection units and smartphones; identifying 

the potential risks and sending the warning to smartphones. The server is a computing 

center. Meanwhile, the internet is for data communication, similar to the DSRC. 

5.1.2. The Real-Time Pedestrian Detection System 

As discussed above, it is required that the detection unit could provide the real-time pedestrian 

presence information to the server. Generally, the detection unit includes three main parts: (1) 

sensor; (2) computing unit; (3) communication unit. The sensor could be a camera, lidar, or radar, 

which provide raw data. The raw data have different formats for different sensors. For example, 

it could be a live video from a camera and a point cloud from a LiDAR. Although the size of the 

raw data is big, the raw data could not directly tell whether a pedestrian is present or not. Instead, 

a computing unit is needed to process the raw data from the sensor to detect the presence of 

pedestrians. The processed data are much smaller than the raw data, and could be uploaded to the 

server through the communication unit (internet device) with much smaller delays. Hence, this 

section presents the selection of appropriate sensors and setup of the detection system.  

5.1.2.1. Selection of Appropriate Sensors 

In the recent years, there are several emerging sensors that could better detect objects. The camera 

and LiDAR are two of the most popular sensors and have been widely applied in the fields of 

autonomous vehicles, roadway monitoring, etc. In this task, the two types of sensors were 

compared and the most appropriate sensor for this project was selected.  
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LiDAR is an exceptional device as it can literally provide a 3D view of the world as the 

infrared pulses bounce off surrounding objects and return to the sensor with precise distance 

information. In the market, the major LiDAR vendors are Quanergy, Velodyne, LeddarTech, etc. 

The research team purchased the Quanergy M8 LiDAR (Figure 75) and tested its feasibility. The 

M8 LiDAR is a 360-degree long range LiDAR sensor enabling ubiquitous uses of smart sensing 

in dynamic situations-made and tested for 3D mapping, security, and harsh industrial 

environments. The M8 has a detection range that exceeds 200 meters on high reflectivity surfaces. 

The M8 has been used at moving objects such as autonomous vehicles and Unmanned Aerail 

Vehicles (UAV) for the detection. However, the sensor has not been applied at a fixed position 

to monitor traffic.  

 

Figure 75. Quanergy M8 LiDAR 

In this task, the M8 LiDAR was mounted at a high tripod along a road to monitor the 

traffic (Figure 76). It required a power supply, a computer to process the 3D points data, and 

cables to connect the LiDAR with the power supply and computer.  
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Figure 76. Setup for the M8 LiDAR 

The Qortex software provided by the Quanergy company was used to process the data. 

The detection data is shown in Figure 77. It shows the data points from the LiDAR are not very 

promising. Only eight layers of data points could be provided by the LiDAR. Although some 

moving objects could be detected, it is difficult to distinguish whether the moving objects are 

vehicles or pedestrians. Hence, the LiDAR would not be applicable to detect pedestrians at a fixed 

location, which is required by the detection system in this project.  
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Figure 77. Screenshot of Qortex interface with LiDAR detection results 

The camera could provide a live video data, from which pedestrians could be detected 

using computer vision methods. In the recent years, computer vision has been gaining a lot of 

attention and the video-based detection technology has been widely used in the fields of 

autonomous vehicles, traffic monitoring, security, etc. On freeways, cameras have usually been 

used to provide live videos for monitoring traffic. At intersections, the traffic parameters such as 

queue length and vehicle movement counts could be obtained by cameras. Figure 78 illustrates 

an example of a view of an intersection from a camera mounted at an intersection at UCF. The 

camera could provide a good view about what is happening in real time. With advanced computer 

vision technologies, pedestrians could be detected.  
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Figure 78. Screenshot of video from the camera 

This study is mainly focused on detection algorithms with a roadside-mounted camera. A 

good video-based detection program should run in real time with the resistance to common 

problems like appearance of shadow, camera vibration and low visibility. Generally, the computer 

vision algorithms could be divided into the following two types:   

1. Motion-based detection and segmentation  

2. Deep learning-based object detection  

The detailed literature review about computer vision could be found in the Task 1 report. 

For motion-based detection and segmentation approaches, there are three types: background 

subtraction methods, feature-based methods, and frame differencing and motion based methods. 

It was found that motion-based detection has shortcoming in detecting low-speed moving objects. 

On the other hand, deep learning methods are recently widely used due to its high accuracy and 

the rapid development of computer computation ability. Deep learning methods were divided into 

two-stage and one-stage approaches.  
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Two-stage algorithms, detection procedure contains two modules, region proposal and 

object classification: 

1. Region proposal: this module is used for estimating the area in the image where the object 

is likely to be located. 

2. Object classification: this module is used for classification of object categories in each 

area. 

Convolutional Neural Network (CNN) is applied to identify the objects in the image, 

which is computationally expensive and difficult for the real-time detection.  

One-stage approaches such as Single Shot Multi-Box Detector (SSD) (Liu et al., 2016d) 

and YOLO (Redmon et al., 2016; Redmon and Farhadi, 2018), combine two procedures together. 

This project takes YOLOv3 implemented in Keras (TensorFlow framework) as the pedestrian 

detection algorithm (Github, 2018). OpenCV (Bradski, 2019) is used to acquire video data from 

cameras. As Figure 79 (a) shows, it first resizes the input image to resolution of 448 × 448 (pixel) 

and runs CNN on the image. CNN is used for predicting bounding boxes, as well as object class 

in these boxes. Figure 79(b) shows the architecture of CNN. This CNN network has 24 

convolutional layers followed by 2 fully connected layers. CNN could output class and the 

confidence score of predicted objects. Thus, compared with other deep learning detection 

techniques, YOLOv3 is an effective detection algorithm with the pedestrian classification and 

performs well with high average precision. As this task only focuses on detecting pedestrians, 

only the classification of pedestrians was enabled in the system.  
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(a) Detection procedure 

 

(b) Neural network architecture 

Figure 79. YOLO detection (Redmon et al., 2016)   

5.1.2.2. Set Up of the Detection System 

A prototype of a camera-based detection system was set up to detect pedestrians in real time. As 

shown in Figure 80, the system includes a web camera, a high tripod, a computer, and a cable 

connecting the camera and computer. No power supply is needed. The camera sends the video to 

the computer and pedestrian detection is processed in the computer locally. Instead of uploading 

the video to the server which requires huge data transmission and causes large delays, the 

detection information is uploaded from the computer to the server through a Wi-Fi portable device. 

It should be noted that a prototype system was developed to prove the concept of the real-time 

pedestrian system in this task. Once the system is validated, all units could be assembled into one 

unit.  
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Figure 80. Setup for the camera 

The details of the devices used in the system are listed in Table 28. GPU GTX 1080 was 

used in the computer with an Ubuntu 18.04 LTS system to support the real-time pedestrian 

detection. A detection rate of 5 frame per second (FPS) (i.e., 0.2 second for a detection) was used 

in the system. Logitech Webcam was used as it can provide a live video stream. Besides, a USB 

cable with USB port 3.0 was used to ensure faster data transmission between the camera and 

computer. The detection results are uploaded to server in real time via a portable Wi-Fi device. 

The API was created in the server to accept the data from the computer.  
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Table 28. List of devices   

Device Model System 
Computer ASUG ROG G703 GI (GTX 1080) Ubuntu18.04 LTS 
Web camera Logitech C922x Pro Stream Webcam - 
Wi-fi portable devices Netgear 4G LTE Mobile Wi-Fi Hotspot - 
USB cable USB port 3.0 - 
Tripods - - 

5.1.3. Evaluation Experiments and Results 

5.1.3.1. Experiment Design    

A good detection program should run in real-time, as latency requirement for V2X (vehicle-to-

everything) for safety is between 100ms and 1 second (Dey et al., 2016; Xu et al., 2017). The 

experiment was designed to test the detection accuracy of the algorithm and whether results could 

be received by the cloud server in real time. 

Since it is easier to find pedestrians to cross the road at intersections, the experiments were 

conducted at intersections to validate the detection system more efficiently. Once the system is 

validated, it could also be applied at segments for detecting jaywalking pedestrians.   

Intersections are recognized as dangerous locations due to the complexity and mixed-

traffic environment. Crosswalks at intersections with zebra and pavement markings, are designed 

for pedestrians to pass the intersections safely. However, potential collisions could happen when 

drivers fail to yield for pedestrians, especially when the drivers are distracted or do not expect 

pedestrians. Since pedestrians would wait at sidewalks close to the crosswalks for the signal light, 

the detection area should include both crosswalks and surrounding sidewalks.   

Figure 81 illustrates three detection zones (i.e., Zones 311, 312, and 342) for pedestrians 

at an intersection. Corresponding to the three zones, Approaches 11, 12, and 13 are approaches 

of coming vehicles which may have potential conflicts with the pedestrians on the zones. Red 



152 
 

stars denote potential conflict points between vehicles and pedestrians on certain directions. Black 

dotted lines denote the supposed trajectories of vehicles. For each detection zone, the computer 

will upload the number ‘1’ to the server if pedestrians are detected. Otherwise, the number ‘0’ 

will be uploaded to the server.  

 

Figure 81. Detection zones and conflict points (spatial) 

* 311, 312, 342: Detection zone 

11, 12, 13: Vehicle approach 

   : Potential conflict points 

---: Vehicle moving trajectory 

The experiments were designed to be carried out on three intersections, two were on the 

UCF campus and one is off campus, as listed as below: 

1. Location 1-Intersection Gemini Blvd & Orion Blvd (on UCF campus): four-lag intersection 

with two crosswalks. 
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2.  Location 2-Intersection Gemini Blvd & Hydra Ln (on UCF campus): three-lag intersection 

with three crosswalks.  

3. Location 3-Intersection Research Pkwy & Libra Drive (off campus): four-lag intersection 

with four crosswalks. 

Figure 82 shows studied locations on the Google Map.  

 

Figure 82. Experiment locations on map 

5.1.3.2. Experiment Results 

Figure 83 shows some screenshots of the detection results. As discussed above, the algorithm 

classifies detection zones as “1” (has pedestrian) and “0” (does not have pedestrian). The blue 

boxes indicate the bounding boxes for the pedestrians. It shows that the system could accurately 

identify pedestrians. For the corresponding zones, the cloud server will receive values “1” with 

zone number to indicate the presence of pedestrians.  
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(a) location 1 (b) location 2 

(c) location 3 

 

Figure 83. Screenshots of detection results 

As the detection can be regarded as a binary classification problem, sensitivity, specificity 

and accuracy were used for the evaluation. As shown in                     Equation 1, Equation 2 and 

Equation 3, sensitivity measures how good the model is among all the positives, i.e., proportion 

of actual positives that are correctly identified by the model. Specificity measures the proportion 

of actual negatives that are correctly identified by the model. Accuracy value measures the 

proportion of true positives and negatives in all detected results. 
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Sensitivity = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                                                                                                         Equation 1                                                                

Specificity = 𝑇𝑇𝐹𝐹
𝑇𝑇𝐹𝐹+𝐹𝐹𝑇𝑇

                                                                                                          Equation 2 

Accuracy =  𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝐹𝐹+𝑇𝑇𝐹𝐹

                                                                                                            Equation 3 

The output videos at the three intersections were sliced into images for counting related 

parameters. And detection results of crosswalk zones are categorized as positive (“1”) and 

negative (“0”). Ground truth were categorized as “has person” and “does not have person” by 

manual observations. “True positive”, “False positive”, “False negative”, and “True negative” are 

four outcomes formulated in a 2 × 2 contingency table, as shown in Table 29. 

Table 29. Diagram for metrics calculation 

 Ground truth 
Detection result Has person Does not have person 
Positive True positive(TP) False positive(FP) 
Negative False negative (FN) True negative(TN) 

 

As Table 30 shows, there are totally 962 detection observations collected from the three 

intersections. The detection results with different pedestrian presences are listed. Measures 

including sensitivity, specificity, and accuracy were calculated below. The sensitivity value of 

0.831 indicates that 83.1% cases that pedestrians present at the detection zone could be detected. 

Besides, specificity value of 0.978 denotes there is seldom false alarm. And accuracy value 

indicates the output results of the algorithm is correct under 90.6% cases. Note that the metrics 

used here are usually used in statistics for binary classification problems. The evaluation results 

suggested the real-time pedestrian detection system could detect pedestrians in zones of interest 
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with a high accuracy. The evaluation results also apply to other areas such as segments and other 

zones of intersections.  

Table 30. Experiment result of detection algorithm  

Detection result Ground truth Total Presence of pedestrians (1) No pedestrian (0) 
Presence of 
pedestrians (1) 388 11 399 

No pedestrian (0) 79 484 563 
Total 467 495 962 

Measurement 
Sensitivity=388/467=0.831 Specificity=484/495=0.97

8 - 
Accuracy = (388+484)/ (388+11+79+484) = 0.906 

The latency of uploading the detection result to the server was also tested. It is suggested 

that the latency of data transmission is less than 200ms with the wireless internet. The latency 

could be even reduced if the wired internet or the coming 5G internet. Meanwhile, the detection 

frequency of camera is 5HZ and pedestrians could be detected before they enter the locations 

where they could have potential conflicts with vehicles. Hence, the develop prototype of real-

time pedestrian detection system could meet the latency requirement of P2V (Pedestrian-to-

Vehicle) for safety.  

5.1.4. Summary 

In this chapter, the structure of P2V warning system based on complementary sensors was 

presented. Two emerging sensors (i.e., LiDAR and camera) were validated for detecting 

pedestrians. It suggested that the camera could provide better detection results and YOLO 

computer vision algorithm was selected to detect pedestrian in real time. A prototype of a real-

time pedestrian detection system based on a camera was proposed. Data communication between 

the detection system, the cloud server as well as smartphones were discussed. Experiments were 

conducted to validate the detection accuracy and latency. The results suggested that the suggested 
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detection system could reach a good accuracy and the latency could meet the safety requirement 

of P2V applications. 

5.2.  Video-Based Queue Detection System 

Vehicular queue length is an important measurement for vehicle delay and signal performance at 

signalized intersection (National Research and Transportation Research, 1996; Webster, 1966). 

Meanwhile, a rear end crash could happen if a driver approaching an intersection fails to realize 

that a queue is ahead. Hence, queue warning is an important part of an Intersection Collision 

Warning System (ICWS). Similar to the P2V warning logic, the queue warning (a type of I2V 

(Infrastructure-to-Vehicle warnings) could be sent to drivers if a long queue is detected at an 

intersection. Traditional approaches use physical sensors like loop detector to detect the high 

occupation rate of road lane, thus identify the existence of vehicle queue. In this task, the research 

attempted to extend the computer vision algorithm to detect the existence of long queue through 

cameras.  

5.2.1. Queue Detection Algorithm 

The camera could cover an entering approach of an intersection. Then, as illustrated in Figure 84, 

virtual detectors could be set at the upstream from the stop line. When the vehicle enters the 

detector, the detector could be detected as “occupied” with the computer vision detection 

algorithm. Else, the detector is detected as “unoccupied”. When one detector is occupied in a 

continuous several seconds, it could be regarded as that the vehicle stops at the virtual detector 

locations, which means the queue has reached the detection location. In our study, a threshold of 

3 seconds and a detection rate of 5 FPS was used to determine if a vehicle stops. Meanwhile, the 
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queue beyond the detection location could be simply calculated considering the arrival rate at the 

intersection. In this task, a rate of 280 vehicle/h was used for the test intersection.  

 

Figure 84. Virtual loop detector (spatial) 

Figure 85 shows the screenshot of queue detection system. It suggests that the system 

could successfully detect there was a queue on the middle lane. The queue warning would be sent 

to the approaching drivers’ smartphones.  
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Figure 85. Screenshot of vehicular queue detection algorithm 

*FPS: frame numbers processed per second.  

Lane occupied: “0” denting “non-occupied”, “1” denoting “occupied” for each lane  

Queue length: estimated queue length for each lane.  

Queue warning: “no” denoting “no queue”, “yes” denoting “has queue” for each 

lane. 

 

5.2.2. Evaluation Experiment and Results 

An experiment was conducted at the west bound approach at Intersection Gemini Blvd & Orion 

Blvd (on the UCF campus) during the morning peak time on June 6th, 2019. The setup of the 

detection system is same as the pedestrian detection system. The detection results were uploaded 

and saved to the cloud server. Meanwhile, the traffic was recorded in a video and the video was 

sliced into images. The queue status in each image was determined by manual observations and 

compared to the data saved in the server. The results are summarized in Table 31. A total of 6,000 

images, among which 1,001 (16.7%) images had queues. The queue status was determined when 

the queue was beyond the virtual detector location (vehicle numbers are equal to or larger than 
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4).  It was suggested that the algorithm could detect queue in 706 images and the sensitivity value 

was 0.705. On the other hand, there was no long queue in 4,999 images, of which 4,759 images 

could be correctly identified by the algorithm. Thus, the specificity rate was 0.952.  The accuracy 

for total positive and negative cases was 0.911. It could be concluded that the suggested detection 

algorithm could provide an acceptable queue detection result. The latency of detection result 

communication is same as the pedestrian detection system, which could meet the requirement of 

I2V applications.  

Table 31. Experiment result of queue detection algorithm  

Detection result Ground truth Total Has long queue (1) No long queue (0) 
Has long queue (1) 706 240 946 
No long queue (0) 295 4759 5,054 
Total 1,001 4,999 6,000 

Measurement 
Sensitivity=706/1001=0.705 Specificity=4759/4999=0.952 

- 
Accuracy = (706+4759)/ (706+240+295+4759) = 0.911 

 

5.2.3. Summary  

In this chapter, a real-time video-based vehicular queue detection system was proposed at 

signalized intersection by extending the pedestrian detection system. The queue status could be 

detected according to the occupancy status. Evaluation experiments were conducted at an 

intersection. The results suggested that the algorithm could provide a good queue status detection 

in real time.  

5.3.  Conclusions 

In this task, the research team has developed a prototype of a real-time pedestrian detection 

system and vehicular queue detection system with an external complementary sensor. Two 
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emerging sensors including LiDAR and camera were evaluated for the detection at fixed locations 

and the camera was finally selected. The prototype of a real-time detection system was set up. 

Extensive experiments were conducted to evaluate the proposed system. The results suggested 

that the detection system could detect pedestrians and queue statuses at an accuracy of over 90%. 

The cloud server was utilized to realize the communication between external video sensor and 

drivers with smartphone (application). Meanwhile, detection results could be sent to the server in 

real time with a latency less than 200ms. Hence, the suggested pedestrian detection system could 

proactively detect the pedestrians in real time even the pedestrians do not have the developed app.  

Meanwhile, the system could successfully identify the queuing status at intersections.  
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CHAPTER 6. DEVELOPMENT OF PRELIMINARY SMARTPHONE-
BASED I2V APPLICATION 

In Chapter 4, the research team has developed the smartphone app and set up a cloud server to 

collect different smartphone sensor data to understand the users’ statuses including position 

coordinates, locations (e.g., intersection or curve), speeds, transportation modes, accelerations, 

and turning movements. Meanwhile, a prototype system with cameras was proposed in Task 5 to 

automatically detect the presence of queue at intersections in real time. Based on the data obtained 

from Tasks 3 and 5, the research team developed the app to use the smartphones to emulate On-

board unit (OBU) for the I2V warnings. Two I2V applications were developed including: (1) 

curve warning, and (2) queue warning.   

Section 6.1 describes the design of database for the two I2V warning applications. 

Historical and real-time databases are set up for different data types. Different data from 

smartphone and cameras are collected in the server and utilized for the applications.  

In Section 6.2, the I2V warning logic is presented for the curve warning and queue 

warning. Different types of warning messages are suggested to ensure sufficient warnings. 

Multiple experiments are conducted to evaluate the efficiency of the developed I2V warning 

applications.  

Section 6.3 concludes the smartphone I2V warning applications and experiment results. 

It suggests the developed app could successfully emulate the OBU for the I2V warnings.  
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6.1. Preparation of Database 

Lane-departure crashes at horizontal curves represent a significant portion of fatal crashes. 

Highway curves account for 25 percent of all highway fatalities in the US and produce an average 

crash rate three times of other highway segments (Pisano et al., 2008). Hence, solutions are 

needed to aid drivers in identifying upcoming curves and suggesting them of a safe speed.  

The most common method for warning drivers about hazardous horizontal curves is with 

infrastructure-based systems ranging from standard curve warning signs (Lusetti et a., 2008) to 

sensor-triggered dynamic warning displays (Glaser et al., 2007). Signing is a common warning 

method for curves and commonly includes curve warning, advisory speed, and chevron signs. 

While signing curves can help, static signage is frequently disregarded by drivers and can only 

offer support to drivers who get alerts and look for curve information. Besides, the coverage of 

infrastructure-based systems is limited due to the cost of installing the infrastructures.  

This task seeks to determine the feasibility of in-vehicle dynamic curve-speed warnings 

as deployed on the smartphone app. The selected driver warning methods must demonstrate 

effectiveness without distracting the driver from safely navigating through the curve. To 

maximize efficiency, the system designed in this study incorporated human factors principles to 

result in high usability and trust in the delivery and content of the warnings. The system was 

incorporated into a smartphone app capable of displaying warnings to drivers based on their 

distance to the curve.  

Rear-end crashes should be the most common crash types among the multiple vehicle 

involved crashes. Rear-end crashes usually occur if vehicles approach downstream queueing 

traffic. This task also developed the application of queue warning to alert drivers so that they can 
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avoid rear-end collisions at intersections. The queue detection system architecture with cameras 

has already been discussed in detail in Task 5. By using computer vision technologies, virtual 

loops are created to detect the presence of queue. This information is then processed and uploaded 

into the cloud server in real time. This task will discuss the details regarding how this warning is 

processed in the server and displayed on the smartphone app. Noteworthy, the queue warning 

application could also be extended to segments as long as queueing status could be detected. 

The server needs to have proper information in order to send warnings to any smartphones. 

Hence, the team used two databases in the cloud server (Figure 86): 

1. Historical Database 

2. Real-time Database 

 

 
Figure 86. Structure of the database 
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The Historical Database contains information about roadway geometry such as 

information about curves, which is expected to remain the same over a long period of time. It 

contains information about the curve speed, curve radius, and minimum distance to send the 

warning. Data was collected based on ArcGIS. GPS points were collected at an even interval. 

Creating this database reduces the dependency on other paid online map services (i.e., Google 

Maps, HERE, etc.). 

The Real-Time Database, on the other hand, contains information that needs to be updated 

very often, sometimes every second. The proposed system updates this database every half of a 

second as mentioned in Chapter 3. The information about current traffic conditions such as queue 

can be saved in this database. As the new queue information is uploaded from the local detectors 

(i.e., cameras), the information gets replaced. In Figure 73, the dots indicate that this database can 

be extended to include other historical or real-time data for other I2V applications. 

Figure 87 shows how a curve is mapped in the database. For most cases, vehicles should 

approach a curve from the upstream of the roadway. However, there might be other accesses for 

vehicles to enter roadways. Hence, high-resolution location information is prepared to guarantee 

that all drivers could receive the curve warning.  The points are collected for each direction 

separately. While it would involve less work to take points along the median of the road, it would 

be difficult to identify which direction a vehicle is approaching the curve. Also, proper signs need 

to be shown to drivers regarding the direction of the curve. By using the localization algorithm 

proposed in Chapter 4, whether a vehicle is approaching a curve could be determined in real time 

in the server.  
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Figure 87. An example of a curve data in the database 

6.2. Development of Warning Logic 

6.2.1. Description of Data Transfer between Smartphone and Server 

To ensure the efficient warning applications, it is of immense importance to keep the data transfer 

between the smartphone app and the server to a minimum. This is because that the time taken to 

transfer data is significantly higher (average latency is 160ms as mentioned in Chapter 3) than 

the time required for computations in the server or smartphone alone.  

To ensure the data communication between the smartphone and server, it is essential to 

understand the data communication mechanism and establish an efficient way to send and receive 

data. Figure 88 shows how this is accomplished.  The smartphone data sent to the cloud server 

also contains a field called the “warning_state”. This is usually null (no warning). However, the 

state of this field could be changed in the server to a warning such as ‘Curve Ahead’. The server 

can only make a decision if other calculations can be completed as swiftly as possible. The 

approach used was innovative in the way that the research team tried to identify and send the 
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warning in the client-server communication protocol. Additionally, this approach could help 

identify the warning as soon as new data is available.  

 

Figure 88. Client-Server communication 

6.2.2. Warning Estimation in Server 

Once smartphone data is received by the server, it takes the GPS points and localizes the 

corresponding users by using Radius Neighbor Classifier, which was suggested in Chapter 4. The 

localized points are matched with the curve database to see if the GPS points are in a curve. Once 

this is ensured, it is necessary to ensure that warning is sent out at the right time; not too early, 

not too late. For this task, the team used distance from the curve to send the warning. If the 

distance between the vehicle and the start of the curve reaches the threshold, the “warning_state” 

field is changed to “Curve Ahead”. As shown in Table 32, the threshold is dynamic as a function 

of speed limit, based on the Manual on Uniform Traffic Control Device (MUTCD) (FHWA, 

2009).   

It should be noted that similar logic could be applied for the “Work Zone Warning” if the 

locations of the work zone is available. If the plan of work zone could be connected to our server 

in the following phase, the “Work Zone Warning” application could easily be added. Hence, we 

developed instead queue warning which requires a different I2V warning logic. 
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Table 32. Distance as a function of speed 

Speed Distance 
20 mph 115 feet 
25 mph 155 feet 
30 mph 200 feet 
35 mph 250 feet 
40 mph 305 feet 
45 mph 360 feet 
50 mph 425 feet 
55 mph 495 feet 
60 mph 570 feet 
65 mph 645 feet 
70 mph 730 feet 
75 mph 820 feet 

 

For the queue warning system, the camera sends information to the server regarding the 

position and existence of a queue. The server takes this information along with the location 

information from the smartphone and check if the vehicle is at the upstream of the queue. The 

driver will receive the queue warning message when these conditions are met.  

6.2.3. Warning Display on the Smartphone 

It is important to display the warnings to properly grab the drivers’ attention but not so much as 

to distract his attention from the road (Ben-Yaacov et al., 2002). With this principle in mind, the 

team has decided to use both visual and auditory messages to warn drivers about curves (Scott 

and Grey, 2008). The driver can keep his eyes on the road and still receive warnings via the 

auditory message. Meanwhile, the smartphone display illuminates to show the proper warning 

and the direction of the curve. 

The smartphone uploads sensor data and receives the response visa HTML/JSON 

response. It checks the field called “warning_state” to identify warnings and displays it on the 
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phone. Once the “warning_state” is null again, the warning disappears. The Figure 89 depicts this 

scenario. 

 

 

Figure 89. Screenshot of curve warning display in the smartphone app along with auditory 
warning message 

The idea to displaying queue warning in the smartphone, which is similar to the curve 

warning. Figure 90 shows the screenshot taken when a queue warning was received at the driver’s 

smartphone. 
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Figure 90. Screenshot of queue warning displayed in the smartphone app 

 

6.2.4. Results and Discussions 

Experiments were conducted to validate the developed two I2V applications (i.e., curve warning 

and queue warning). Table 33 shows the summary of the experiments. The queue warning 

experiments were carried out at peak hours when there was a queue. The curve warnings were 

tested for a single curve but from both directions. It could be concluded from the experiments that 

the system has been successfully able to receive and display the warnings. Actually, the success 

of warning depends on the localization accuracy. As discussed above, the first computation of the 
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warning process is the localization. Once users’ location is correctly clarified, all other aspects 

are only comparison of various data. Noteworthy, even though the localization algorithm may 

falsely classify some points, the accuracy of detecting a curve or intersection still does not fail 

because the curve is a series of GPS points, which means the proposed method could have the 

tolerance of certain false localizations. Figures 91 and 92 illustrate examples of curve warning 

and queue warning received in a car.  

Table 33. Results of I2V warning system 

Warning Type Location of 
Experiments 

Number of 
Experiments 

Number of 
Warnings Received 

Successfully 
Queue N Orion Blvd 12 12 
Curve Central Florida Blvd 7 7 

 

 

 

Figure 91. Illustration of curve warning received in car
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(a) Queue detection (b) Illustration of queue warning received in car 

Figure 92. Illustration of queue warning 
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6.3. Conclusions 

In this chapter, the research team developed two I2V smartphone applications including curve 

warning and queue warning. Warning logics were proposed and programed in the server. The 

smartphone app was further programed to ensure receiving the warning from the server in real 

time. Experiments were conducted in field and it could be concluded that the developed 

system could successfully emulate the OBU for the I2V applications. 
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CHAPTER 7. DEVELOPMENT OF PROACTIVE SMARTPHONE-
BASED P2V APPLICATION 

In Chapter 4, the research team has developed the smartphone app and set up a cloud server 

to collect different smartphone sensor data. The data are used to identify users’ statuses 

including position coordinates, location (e.g., intersection or curve), speed, transportation 

modes, acceleration, and turning movements. Meanwhile, a prototype of a detection system 

based on a roadside camera was proposed in Task 5 to proactively detect pedestrians’ presence 

at intersections in real time. In this task, the research team developed the smartphone app and 

server to emulate the On-Board Unit (OBU) for the P2V warning. The system is based on the 

models and techniques embedded in the smartphone and relevant system components. 

Section 7.1 describes the P2V warning logic based on smartphones. Two methods are 

developed for intersections and road segments, separately. The first one is designed using a 

basemap-based method, while the second one is achieved based on the proximity method.  

Section 7.2 illustrates the warning logic of the proposed P2V system based on cameras. 

With the detection unit embedded with a web camera, potential conflicts between pedestrians 

and vehicles can be identified. Drivers on specific oncoming approaches can receive the 

warning in real time. 

In Section 7.3, extensive experiments are conducted to test the accuracy and efficiency 

of the developed P2V warning system. Experiment results suggest that the developed system 

could successfully emulate OBU for the P2V warning.  

Finally, Section 7.4 concludes the smartphone P2V warning applications. 
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7.1. Smartphone-Based P2V Warning Logic   

In Chapter 4, the smartphone data reflecting users’ statuses such as location, transportation 

modes, movement, and speed could be obtained and uploaded to the cloud server. Based on 

the smartphone data, the research team developed two different methods for the smartphone-

based warning system. The first one uses the basemap, while the second one is based on the 

proximity between the road users. These two methods are designed for intersections and road 

segments, respectively. The intersections usually have more complicated traffic environment 

than road segments. For example, a vehicle may have different movements at an intersection, 

such as going straight, turning left, and turning right. Vehicles of different movements could 

have different potential conflicts with pedestrians at different crosswalk locations. Thus, it is 

better to utilize the basemap to divide the intersection into different parts. The implementation 

of basemap could help the system send warning more accurately and specifically. For the road 

segment, the vehicle usually has simpler movements since it can only go straight. A vehicle 

could hit a pedestrian when the pedestrian is walking along the roadside or crossing the 

segment such as walking at a mid-block crossing or jaywalking. A proximity-based method is 

used to identify potential conflicts on segments.  

7.1.1. Smartphone-Based P2V Warning Logic Based on Basemap  

P2V warning system using basemap is developed for intersections, which have relatively 

complicated conditions with mixed traffic. Three major modules in the cloud server are 

developed accordingly, which are vehicle localization, vehicle movement detection, and 

conflict pair module.  

At the beginning, the vehicle/pedestrian is localized on the basemap according to the 

GPS information from the smartphones. Then, the movement of the vehicle is identified based 
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on the pre-trained machine learning model developed in Task 3. Finally, warning will be sent 

if the localization and movement information match the pre-defined potential conflict pair list. 

A basemap in the system is the collection of several GPS points stored in the cloud 

server, which could help localize the users. One example of intersection basemap is shown in 

Figure 93. For vehicles, the roads heading to an intersection are divided into two sections, 

which are ‘Approaching Intersection’ and ‘At Intersection’. Each one is assigned a unique 

two-digit ‘Approach ID’.  For example, the numbers ‘11’ and ‘12’ in Figure 93 indicate ‘At 

Intersection’ and ‘Heading to Intersection’ for one road. For pedestrians, a crosswalk at 

intersection is divided into two parts. Each part has a unique three-digit ‘Approach ID’ to 

distinguish from the vehicle approach. For example, ‘311’ and ‘312’ represent two parts of 

one crosswalk. It should be noted that the proposed system uses the crosswalk as a prototype. 

The proposed logic could also be extended to pedestrians at other locations as long as the map 

information was developed and saved in the cloud server. 
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Figure 93. Illustration of base map and potential conflicts 

Another important component of the warning system is the potential conflict pair 

module. Each potential conflict pair has four attributes, which are ‘Intersection ID’, ‘Approach 

ID (pedestrian)’, ‘Approach ID (vehicle)’, and ‘Movement ID’. The potential conflict pairs 

are shown by the red lines in Figure 93. Examples of the conflict pairs are shown in Table 34. 

For example, the vehicle turning left from approach ‘13’ could have a potential conflict with 

the pedestrian on the crosswalk ‘342’. 

Table 34. Potential conflict pairs 

Approach ID (pedestrian) Approach ID (vehicle) Vehicle Movement 
311 11 Right Turn  
312 12 Right Turn 
342 13 Left Turn   
312 13 Through 
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7.1.2. Smartphone-Based P2V Warning Logic Based on Proximity  

For road segments, the research team designed a P2V warning logic based on proximity 

between vehicles and pedestrians. The proximity could be estimated based on their GPS data 

in the server. Once the distance is less than a certain threshold, the warning message will be 

sent to both the driver’s and pedestrian’s smartphones.  In our study, the distance of 300 feet 

was selected as the threshold. In the future phase of the project, the threshold needs to be 

customized according to different factors such as vehicles’ distance, speed, and roadway 

types. During the experiments, a driver was asked to drive a vehicle along a segment while a 

pedestrian was walking along the segment (see Figure 94). Although the pedestrian was not 

crossing the segment, the test scenario could reflect the conditions when a pedestrian is 

walking along the roadside or crossing the segment (e.g., walking at a mid-block crossing or 

jaywalking). 

 

Figure 94. Illustration of the experiment on a segment 
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7.2.  Camera-Based P2V Warning Logic   

To proactively detect pedestrians even when they do not have the developed apps, the research 

proposed a prototype of collision warning system with the roadside camera detection unit. In 

Task 5, the data stream and algorithms inside the system were illustrated. The prototype 

contains three major parts, detection unit, cloud server and smartphone app: 

1. Detection unit: detecting pedestrians and sending information to the cloud 

server in real time. This unit is similar to the Road Side Unit (RSU) in a Connected Vehicle 

device. 

2. Cloud server: receiving data from both the detection unit and smartphones; 

identifying the potential conflicts and sending the warning to smartphones. The server is a 

computing center. Meanwhile, the internet is for data communication, like the DSRC. 

3. Smartphone app: collecting drivers’ location information and uploading 

information to the cloud server; receiving messages from cloud server and displaying 

warnings. The app is an OBU emulator. 

The locations of the vehicles are collected through the smartphone app developed by 

the research team, while the detection unit at the road side can capture the pedestrians’ 

presence based on the video processing. These two kinds of messages are uploaded to the 

cloud server simultaneously in real time.  

As illustrated in the previous section, the potential conflict pairs between vehicles and 

pedestrians are stored in the server. Each conflict pair has four attributes, which are 

‘Intersection ID’, ‘Approach ID (Pedestrian)’, ‘Approach ID (Vehicle)’, and ‘Movement ID’. 

The detection unit returns “Approach ID (Pedestrian)” to the cloud server and then the cloud 
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server pairs pedestrians and vehicles. If there is a potential conflict between them, warning 

will be sent to the driver through the app.  

7.3. Experiments and Results 

7.3.1. Warning Display on the Smartphone 

The smartphone uploads sensor data and receives the response visa HTML/JSON response. It 

checks the field called “warning_state” to identify warnings and displays it on the phone. Once 

the “warning_state” is null again, the warning stops. Figure 95 shows screenshots of warnings. 

Specifically, Figure 95 (a) is the warning message sent to the driver, while Figure 95 (b) is the 

warning message sent to the pedestrian. If a potential conflict is identified, the warning could 

be sent by the server to drivers and pedestrians in real time.  
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(a) Warning message received by driver (b) Warning message received by 
pedestrian 

Figure 95. Screenshots of warning display on the driver’s and pedestrian’s 
smartphones, respectively 

 

7.3.2. Experiment Design 

The research team conducted extensive experiments to evaluate the performance of two P2V 

warning systems. As intersections are regarded as dangerous locations for pedestrians with 

mixed traffic, experiments are designed and conducted at three intersections at the University 
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of Central Florida’s (UCF) main campus. Their locations are shown in Figure 96 and the 

detailed information is as follows. 

1. Location 1-intersection at Gemini Blvd and Orion Blvd (on UCF campus): four-lag 

intersection with two crosswalks. 

2.  Location 2- intersection at Gemini Blvd and Hydra Ln (on UCF campus): three-lag 

intersection with three crosswalks.  

3. Location 3-intersection at Research Pkwy and Libra Drive (off campus): four-lag 

intersection with four crosswalks. 

 

Figure 96. Experiment locations 

At each intersection, the research team conducted 5 experiments for each vehicle 

movement, which are going through, turning left, and turning right. Both smartphone- and 

camera-based P2V warning systems were tested, separately. In total, there are 30 experiments 

at each intersection. The experiments are conducted from July to September 2019. Another 

10 experiments were conducted on road segments based on the proximity method. 
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7.3.3. Experiment Results 

The results of the experiments are summarized in Table 35. As shown in Table 35, among 

93.3% of the basemap experiments, the warning could be successfully sent.  Besides, the 

proximity based method could send the warning successfully for all cases (100%). The results 

are expected since the proximity method is relatively straightforward. For camera-based P2V 

warning, 45 experiments are conducted, while drivers receive warnings successfully in 42 

cases (95.6%). Hence, it could be concluded that the two P2V systems achieved high accuracy 

from the perspective of warnings. 

Table 35. Experiment results 

Method Movement Number of 
Experiment 

Number of 
Successful 
Warning 

Successful 
Warning 

Rate 
Reason 

Basemap Left-turn 15 13 86.7% Activity recognition 
failure 

Basemap Through 15 14 93.3% 

Vehicle localization 
failure/ 

Activity recognition 
failure 

Basemap Right-turn 15 15 100%  

Camera Left-turn 15 13 86.7% Vehicle localization 
failure 

Camera Through 15 15 100%  

Camera Right-turn 15 15 100%  

Proximity Segment 10 10 100%  

 

Furthermore, some examples of the experiment results are shown in Figure 97. 

Specifically, Figure 97 (a) and (b) show the warning messages received by the driver and 

pedestrian, while Figure 97 (c) and (d) show screenshots of the camera detection results. 
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(a) Vehicle warning (b) Pedestrian warning  

 
 

(c) Screeshot of camera detection result (d) Screeshot of camera detection result 
Figure 97. Experiment results 
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Moreover, the reasons of warning failures are concluded in om the perspective of 

warnings. 

Table 35. Activity recognition failure and vehicle localization failure are the major 

two reasons. The activity recognition failure mainly happens when the API provided by 

Google Map failed to recognize the traffic mode of the road user. The research team plans to 

improve the activity recognition algorithm in the future phase to better identify the traffic 

mode. For localizing the vehicle, one reason of failure is the difference in the GPS chips 

between different smartphones. This problem could be resolved in the future as more advanced 

smartphones tend to have better localization accuracy. Another reason of failure is the radius 

for localization is too small since the GPS points fluctuate sometimes. The research team also 

plans to improve the localization module accordingly.   

7.4. Conclusions 

In this task, the research team proposed the P2V warning applications using the smartphone 

and camera. Warning logics based on traffic conflict identification were proposed under two 

conditions (i.e., smartphone only and smartphone & camera) and programmed in the cloud 

server. Totally 100 experiments were conducted at intersections and road segments to validate 

the developed system. It suggested that the developed system could identify the potential 

conflicts between vehicles and pedestrians with high accuracy and send the warning in real 

time. Through the completed tasks, it could be concluded that the developed smartphone 

applications and the warning system could successfully emulate the OBU for the P2V 

applications.   
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CHAPTER 8. SUMMARY AND CONCLUSIONS  

8.1. Summary 

In this research project, there were six major objectives. All the main objectives of this project 

have been achieved as follows: 

1. Review studies and practice about smartphone-based communication and OBU 

applications 

The research team has conducted a comprehensive literature review of the existing studies and 

practices that are relevant to the smartphone sensors, roadside detection sensor, data 

communication technology, On-board unit (OBU) application, etc. (Chapter 2)  

2. Test the feasibility of using smartphones as OBU emulators 

In Chapter 3, the research team developed smartphone apps to collect smartphone sensor 

data.  The data of five sensors including GPS, accelerometer, gyroscope, magnetometer, 

and barometer were included in the developed apps. The server was set up to realize the 

communication to enable smartphone apps to upload/receive data to/from the cloud server. 

A variety of experiments were conducted to test the feasibility of using smartphones as 

OBU emulators based on two measures: (1) latency of data transmission; and (2) battery 

consumption.  

3. Explore smartphone sensor data  

In Chapter 4, multiple methods were proposed to obtain different traffic parameters of 

smartphone users based on the extensive understanding of the smartphone data. Numerous 

experiments were conducted to evaluate the accuracy of traffic parameters including 

position, location, speed, transportation mode, turning movement, and acceleration rate.  
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4. Test other roadside sensors to proactively detect pedestrians and queue lengths 

Chapter 5 presents a prototype of a real-time pedestrian detection system and vehicular 

queue detection system with an external complementary sensor. Two emerging sensors 

including LiDAR and camera were evaluated for the detection at fixed locations and the 

camera was finally selected. The prototype of a real-time detection system was set up. 

Extensive experiments were conducted to evaluate the proposed system for proactively 

detecting pedestrians and queue length.  

5. Develop the smartphone-based OBU emulator for I2V warning 

The research team developed two I2V smartphone applications including curve warning 

and queue warning in Chapter 6. Warning logics were proposed and programed in the 

server. The smartphone app was further programed to ensure receiving the warning from 

the server in real time. Multiple experiments were conducted in field to evaluate the 

developed I2V warning based on smartphones.  

6. Develop the smartphone-based OBU emulator for P2V warning 

In Chapter 7, the research team proposed the P2V warning applications using the 

smartphone and camera. Methods were proposed to identify potential conflicts between 

pedestrians and vehicles at intersection and segments. The methods consider two different 

conditions, which are the condition when both drivers and pedestrians have the developed 

apps and the condition when drivers have the smartphone apps and pedestrians were 

proactively detected by the camera. Warning logics based on traffic conflict identification 

were proposed and programmed in the cloud server. Totally 100 experiments were 

conducted at intersections and road segments to validate the developed system. 
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8.2. Conclusions  

The On-board unit (OBU) enables the in-vehicle communication by capturing information 

from multiple sensors and managing large amounts of data at high computation speed. An 

OBU is integrated in a vehicle for interaction with drivers by displaying warning, issuing 

alerts, offering automotive services, and managing the communication with a vehicle’s 

surroundings. A lot of ongoing efforts are conducted to use OBU for the Infrastructure-to-

Vehicle (I2V) and Pedestrian-to-Vehicle (P2V) applications. The applications could send 

early warning to drivers through OBU, which could help alleviate the misjudgment of the 

driver, avoid traffic crashes, and layout the efficient driving route. Given the current market 

penetration of OBUs, the benefits from OBU implementation are limited. The research team 

from the University of Central Florida attempts to take the benefits of OBU applications to a 

new level by using smartphones as OBU emulators.  

First, the research team has reviewed a variety of existing studies and practices about 

the smartphone sensors, detection technologies, data communication methods, and OBU 

applications. The methods using smartphone sensors to detect users’ traffic statuses and OBU 

applications have been well summarized. Based on the findings from the reviewed practices 

and materials, the important concepts should be considered for using smartphones to emulate 

OBU applications were summarized, which guided the following development of apps. 

Subsequently, the feasibility of using smartphone as OBU emulators were validated. 

The research team developed smartphone apps to collect sensor data including data of GPS, 

accelerometer, gyroscope, magnetometer, and barometer. The server was set up to realize the 

communication between the developed apps and the server. The latency of data transmission 

was examined under the conditions of different data communication frequency, transportation 

modes, and speed. Besides, battery consumption of different sensors was explored. The results 
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suggested that the latency of data communication could meet the requirement of vehicle to 

everything (V2X) applications. Besides, smartphones could have enough battery capacity for 

using the developed apps. Hence, it could be concluded that it is feasible to use the smartphone 

to emulate the OBU.  

The designed system with the cloud server and smartphone apps was further enhanced 

to upload and save the sensor data. The smartphone sensors were used to compute different 

traffic parameters including positions, speeds, localizations, transportation modes, 

accelerations, and movements. The computation is summarized in Table 36. Different traffic 

parameters were obtained by using different smartphone data. Four traffic parameters 

including position, speed, transportation mode, and acceleration are computed in the 

smartphone app, and then uploaded to the server. On the other hand, the localization and 

movement are determined in the cloud server once the smartphone data are uploaded. Except 

for the position and speed parameters, multiple models or methods were proposed to obtain 

traffic parameters. Numerous experiments were conducted to evaluate the accuracy of the 

obtained traffic parameters. The evaluation results indicated that the all obtained traffic 

parameters could reflect users’ statuses with good accuracy.  
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Table 36 Summary of traffic data computation with smartphone data 

Traffic 
parameters 

Required data for 
computation Computation 

location Method 
Latency 

(ms) Smartphone 
data 

Other 
data 

Position GPS coordinate - Smartphone 
app 

Directly 
obtained instantaneous 

Speed GPS speed - Smartphone 
app 

Directly 
obtained instantaneous 

Localization 
GPS coordinate, 

compass 
bearing 

Base 
map Cloud server 

Radius 
Neighbor 
Classifier 

3 

Transportation 
mode 

Accelerometer, 
gyroscope, GPS 

speed 
- Smartphone 

app 

API from 
Google and 

Apple 
instantaneous 

Acceleration 

Accelerometer, 
gyroscope, 
compass 
bearing 

Rotation 
matrix 

Smartphone 
app 

Coordinate 
Reorientation instantaneous 

Movement 
Accelerometer, 
gyroscope, and 

GPS speed 
- Cloud server 

Random 
forest 

classification 
method 

3 

In addition to the smartphone data, the research team developed a prototype of a real-

time pedestrian detection system and vehicular queue detection system with an external 

complementary sensor. The camera was used as the external sensor to set up the real-time 

detection system. Computer vision technologies were applied to detect the presence of 

pedestrians and queue length in real time. Multiple experiments were conducted to evaluate 

the proposed system. The results suggested that the detection system could detect pedestrians 

and queue statuses at an accuracy of over 90%. The cloud server was utilized to realize the 

communication between external video sensor and drivers with smartphone apps. Besides, it 

was confirmed that the detection data could be sent to the server in real time with a latency 

less than 200ms. The results indicated that the developed pedestrian detection system could 

proactively detect the pedestrians even the pedestrians do not have the developed app.  

Meanwhile, the system could successfully detect the queuing status at intersections. 
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Based on the data from smartphone and external cameras, the research team first used 

smartphone as OBU emulators for two I2V applications including curve warning and queue 

warning. Warning logics for both applications were proposed and programed in the server. 

The smartphone app was further programed to ensure receiving the warning from the server 

in real time. Experiments were conducted in field and it could be validated that the developed 

system could successfully emulate the OBU for the I2V applications.  

Finally, the research team developed the apps to emulate OBUs for the P2V warning 

applications. The potential conflicts between vehicles and pedestrians are identified under two 

conditions: (1) both drivers and pedestrians have the developed apps and could receive 

message from the cloud server; (2) only drivers have the developed apps and pedestrians could 

be detected by the external camera. For both conditions, the warning logics were developed 

and programmed in the cloud server. Once a potential conflict is identified, the warning 

message could be received by smartphone apps. Totally 100 experiments were conducted at 

intersections and road segments to validate the developed system. It suggested that the 

developed system could identify the potential conflicts between vehicles and pedestrians with 

high accuracy and send the warning in real time. Through the completed tasks, it could be 

concluded that the developed smartphone applications and the warning system could 

successfully emulate the OBU for the P2V applications. The summary of developed 

applications is presented in Table 37. Totally 9 different applications have been developed for 

different scenarios. 
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Table 37 Summary of developed applications 

Application 
type 

Application 
scenario Application environment Vehicle 

movement Equipment Warning 
Receiver 

I2V 
application 

Curve warning • Vehicles are approaching curves - • Smartphones of drivers 
• Cloud server Drivers 

Queue warning at 
intersections 

• Vehicles are approaching the ends of queues at 
intersections - 

• Smartphones of drivers 
• Cameras at intersection 
• Cloud server 

Drivers 

P2V 
application 

P2V warning at 
segments 

• Pedestrians are jaywalking or walking along segments 
• There are potential conflicts between pedestrians and 

vehicles 
- 

• Smartphones of drivers 
• Smartphones of 

pedestrians 
• Cloud server 

 
Drivers and 
pedestrians 

P2V warning at 
intersections 

• Pedestrians are crossing intersections 
• Pedestrians have the developed app 
• There are potential conflicts between pedestrians and 

vehicles 

Straight • Smartphones of drivers 
• Smartphones of 

pedestrians 
• Cloud server 

Drivers and 
pedestrians 

Left-turn 

Right turn 

• Pedestrians are crossing intersections 
• Pedestrians don’t have the developed app 
• There are potential conflicts between pedestrians and 

vehicles 

Straight • Smartphones of drivers 
• Cameras at intersection 
• Cloud server 

Drivers Left-turn 

Right turn 
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With all efforts, the products of implementation from this project are summarized as 

follows: 

• Smartphone apps which could collect smartphone sensors data with high 

sampling frequency. 

• A architecture which allows smartphones apps to connect the cloud server with 

low latency. 

• A system including multiple algorithms to compute users’ traffic parameters 

such as turning movements and transportation modes based on smartphone 

sensors in real time. 

• A framework of using cameras to automatically detect pedestrians and queue 

length. 

• A system which enables to use smartphones as OBU emulators for I2V and P2V 

applications. 
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PROJECT SCHEDULE 

Project Title Using Smartphone as OBU Emulator Implementation Study 
Research Agency University of Central Florida 
Principal Investigator Mohamed Abdel-Aty 

 Task 1: Review of Studies about Smartphone-Based Vehicle Communication and OBU Applications 

 Task 2: Development of PWA and Validation of the Feasibility 

 Task 3: Validation of the Data Accuracy and Refinement of the Data Stream 

 Task 4: Development of Preliminary Smartphone-Based Application  

 Task 5: Test of Complementary Sensors for P2V 

 Task 6: Development of Proactive Smartphone-Based P2V Application 

 Task 7: Phase 1 Work Evaluation, Draft Final Report, and Closeout Teleconference Plan  

 Task 8: Final Report 

 

 

Anticipated 

Timeframe 

(in months) 

2018 2019 2020 
Estimated 

Completion (%) 

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

Task 1 3                   100 

Task 2 5                   100 

Task 3 5                   100 

Task 4 4                   100 

Task 5 5                   100 

Task 6 2                   100 

Task 7 2                   100 

Task 8 3                   100 
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