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LIST OF SYMBOLS

\( b \) = single pile diameter/width,
\( b_{\text{col}} \) = width of column,
\( b_{\text{pc}} \) = width of pile cap,
\( D_{16} \) = sediment size for which 16 percent of bed material is finer,
\( D_{50} \) = median sediment grain diameter,
\( D_{84} \) = sediment size for which 84 percent of bed material is finer,
\( D^* \) = effective diameter,
\( f \) = protrusion of pile cap upstream of pile column,
\( H_{\text{col}} \) = height of bottom of pier column above bed,
\( H_{\text{pc}} \) = height of bottom of pile cap above bed,
\( H_{\text{pg}} \) = height of top of piles above bed,
\( K_h \) = coefficient that accounts for the height of the piles above the bed in a pile group,
\( K_s \) = pier shape factor,
\( K_{sp} \) = coefficient that accounts for pile spacing in a pile group,
\( K_\alpha \) = skew angle coefficient,
\( K_m \) = coefficient that accounts for the number of piles inline with the flow for small skew angles,
\( m \) = number of piles inline with the unskewed flow in a pile group,
\( n \) = number of piles normal to the unskewed flow in a pile group,
\( s \) = distance between centerlines of adjacent piles in pile group,
\( T \) = thickness of pile cap,
\( V \) = depth averaged velocity;
\( V_c \) = depth averaged velocity at threshold condition for sediment motion (sediment critical velocity),
\( w_{\text{pi}} \) = projected width of an unobstructed single pile in a pile group,
\( W_p \) = projected width of pile group,
\( y_s \) = scour depth,
$y_0 = \text{unscoured approach water depth},$

$y_1 = \text{water depth after aggradation and contraction scour},$

$y_{1\text{max}} = \text{maximum water depth after aggradation and contraction scour that impacts scour},$

$y_2 = \text{water depth after aggradation, contraction scour and column scour},$

$y_{2\text{max}} = \text{maximum water depth after aggradation, contraction scour and column scour that impacts scour},$

$y_3 = \text{water depth after aggradation, contraction scour, column scour and pile cap scour},$

$y_{3\text{max}} = \text{maximum water depth after aggradation, contraction scour, column scour and pile cap scour that impacts scour},$

$\alpha = \text{flow skew angle (approach angle to axis of pier)},$

$\mu = \text{dynamic viscosity of water},$

$\rho_s = \text{mass density of sediment},$

$\rho_w = \text{mass density of water},$

$\sigma = \text{standard deviation of sediment particle size distribution, } \sqrt{\frac{D_{84}}{D_{16}}},$

$\tau = \text{bed shear stress},$

$\tau_c = \text{critical bed shear stress}.$
SCOUR AT COMPLEX PIERS

Introduction

This report contains the results of experiments performed and analyses conducted for the purpose of predicting sediment scour at complex bridge piers. The data used in the analyses were from experiments conducted 1) by the principal investigator at the University of Florida and 2) by J. Sterling Jones at the FHWA Turner Banks Laboratory in McLean Maryland. The methodology used in the analyses is discussed first, followed by the empirical relationships need in the analyses. These relationships were obtained from the experimental data presented in Appendix A. The methods and procedures described in this report apply to structures similar to those illustrated in Figure 1. Many new and existing pier designs are covered by this generic design. It is recommended that physical model tests be conducted for other pier designs if design scour depths are an issue.

Methodology for Estimating Local Scour Depths at Complex Piers

This section presents a methodology for estimating equilibrium local scour depths at complex pier geometries under steady flow conditions. This methodology applies to structures that are composed of up to three components as shown in Figure 1. In this report these components are referred to as the 1) Column, 2) Pile Cap and 3) Pile Group.

The methodology for predicting local scour depths at complex pier geometries begins with the following three assumptions:

1- The structure can be divided into no more than three components as shown in Figures 1 and 2.

2- The equilibrium local scour depth for the total structure can be estimated by summing the scour produced by each of the structure components.

3- For scour calculation purposes, each component can be replaced by a single, surface penetrating, circular pile with an effective diameter, D*, that depends on the shape, size and location of the component and its orientation relative to the flow.
The functional dependence of the effective diameter for each component on its shape, size and location has been established empirically through numerous experiments performed by J. Sterling Jones at the FHWA Turner Fairbanks Laboratory in McLean, Virginia, and by D. Max Sheppard in the Hydraulics Laboratory at the University of Florida and in the Hydraulics Laboratory at the Conte USGS-BRD Research Center in Turners Falls, Massachusetts.

The methodology described here is only for estimating Local Scour Depths. General scour, aggradation and/or degradation, and contraction scour depths must be established prior to using this procedure. The information needed to compute local scour depths at complex piers is summarized below:

1. General scour, aggradation and/or degradation and contraction scour depths.
2. External dimensions of all pier components including their positions relative to the unscoured channel bed.
3. Sediment properties (mass density, median grain diameter and grain diameter distribution).
4. An estimate of the relative bed roughness (roughness height divided by the median grain diameter).
5. Water properties (mass density, $\rho$, and dynamic viscosity, $\mu$)

**Local Scour Depth Calculation Procedure**

The procedure involves decomposing the structure into it’s (up to three) components, computing the scour depth produced by each component (starting with the uppermost component and working down) and summing these depths. Adjustments to both the bed elevation and the depth-averaged velocity are made after each component scour is computed. As stated above, the local scour depth at the composite pier is the sum of the scour depths for the individual components. The step-by-step procedure for computing the equilibrium scour depth for each component is presented below.
1. **Divide the pier into its components**

Divide the complex pier into its components as shown in Figure 2. Note that \( y_0 \) is the initial water depth before aggradation/degradation and contraction scour.

2. **Sum the aggradation/degradation and contraction scour depths**

Sum the computed scour depths produced by aggradation/degradation and contraction scour and adjust the bed elevation accordingly. That is, if there is a net lowering of the bed due to these mechanisms then the bed elevation must be lowered by this amount and increase the initial, unscoured water depth, \( y_0 \), to \( y_1 \).

   \[
   y_1 = y_0 + (\text{degradation} + \text{contraction scour})
   \]  

3. **Compute the Critical Depth Averaged Velocity, \( V_{c5} \)** (i.e. the velocity that will initiate sediment motion on a flat bed for the given upstream water depth and sediment properties). The critical velocity for a given situation can be determined from the equations or plots given in Appendix B of this report. These equations/plots are based on Shield’s curve. Note that this value of critical velocity is used for all of the following calculations.

4. **Compute the live bed peak scour velocity, \( V_{lp} \)**, from the equations or plots for this purpose presented in Appendix B.

5. **Compute the local scour depth due to the Column**

   a. Compute the value of the parameter, \( y_{1(max)} \), (this places a limit on the magnitude
of the water depth for the column scour calculations).

\[
y_{1(\text{max})} = \begin{cases} y_1 & \text{for } y_1 \leq 2.5b_{\text{col}} \\ 2.5b_{\text{col}} & \text{for } y_1 > 2.5b_{\text{col}} \end{cases}
\]  

(2)

where

\( y_1 \equiv y_0 + (\text{degradation} + \text{contraction scour}) \), and

\( b_{\text{col}} \equiv \text{width of column (Figure 2)} \)

b. Determine the flow skew angle coefficient, \( K_\alpha \), which depends on the flow direction and pier orientation. \( K_\alpha \) can be computed using the following equation:

\[
K_\alpha = \frac{b_{\text{col}} \cos(\alpha) + L_{\text{col}} \sin(\alpha)}{b_{\text{col}}}
\]  

(3)

where

\( \alpha \equiv \text{flow skew angle, (see Figure 3), and} \)

\( L_{\text{col}} \equiv \text{horizontal length of column (see Figure 2)} \).

c. Obtain the effective diameter of the column, \( D_{\text{col}}^* \), from Figure 4 or the following equation:

\[
D_{\text{col}}^* = K_\alpha b_{\text{col}} \exp \left\{ -0.71 - 0.59 \left( \frac{f}{b_{\text{col}}} \right)^2 + 0.265 \left( \frac{f}{b_{\text{col}}} \right)^{2.5} - 0.29 \left( \frac{f}{b_{\text{col}}} \right)^{0.5} - 1.73 \left( \frac{H_{\text{col}}}{y_{1(\text{max})}} \right) - 2.8 \left( \frac{H_{\text{col}}}{y_{1(\text{max})}} \right)^2 \right\}
\]  

(4)

where

\( D_{\text{col}}^* \equiv \text{effective diameter/width of the column (i.e. the diameter/width of a water surface penetrating circular pile that will experience the same local scour depth as the column,} \)
\begin{align*}
  f & \equiv \text{distance between the leading edge of the column and the leading edge of the pile cap (see Figure 2), and} \\
  H_{\text{col}} & \equiv \text{distance from the adjusted bed to the bottom of the column.} \\
  \text{NOTE: If} \quad \frac{H_{\text{col}}}{y_{1(\text{max})}} \quad \text{is greater than 1, set it equal to 1.}
\end{align*}

d. Compute the Shape Factor for the column (which depends on the shape of the column and the flow skew angle) using the following equation:

\begin{equation}
  K_s \equiv \begin{cases} 
    1.0 & \text{for circular or rounded nose columns} \\
    0.9 + 0.66 \left( \alpha - \frac{\pi}{4} \right)^4 & \text{for square nose columns}
  \end{cases},
\end{equation}

where

\begin{align*}
  K_s & \equiv \text{shape coefficient to account for the shape of the leading edge of the column, and} \\
  \alpha & \equiv \text{flow skew angle in radians.}
\end{align*}

e. Knowing \( D^*_\text{col}, D_{50}, y_1, V_1, V_c, V_{lp}, \) and \( K_s \), the scour depth created by the column, \( y_{s(\text{col})} \), can be estimated using single pile equilibrium scour depth prediction equations such as those given in Appendix B.

6. Compute the local scour depth due to the Pile Cap

a. Lower the bed elevation (and increase the water depth) by one-half the scour depth produced by the Column, \( y_{s(\text{col})} \),

\begin{equation}
  y_2 = y_1 + \frac{y_{s(\text{col})}}{2}.
\end{equation}

b. Adjust the velocity to account for the increased cross-sectional area using the following equation:

\begin{equation}
  V_2 = V_1 \frac{y_1}{y_2}.
\end{equation}
c. Compute the value of the parameter, $y_{2(\text{max})}$, (this places a limit on the magnitude of the water depth for the pile cap scour calculations) using the following equation:

$$
y_{2(\text{max})} = \begin{cases} 
    y_2 & \text{for } y_2 \leq 2.5b_{pc} \\
    2.5b_{pc} & \text{for } y_2 > 2.5b_{pc}
\end{cases}
$$

(8)

where

\[ b_{pc} \equiv \text{width of the pile cap.} \]


d. Compute the Flow Skew Angle Coefficient, $K_\alpha$, for the pile cap using the following equation:

$$
K_\alpha = \frac{b_{pc} \cos(\alpha) + L_{pc} \sin(\alpha)}{b_{pc}},
$$

(9)

where

\[ L_{pc} \equiv \text{Horizontal length of the pile cap, and} \]

\[ \alpha \equiv \text{flow skew angle.} \]

e. Knowing the pile cap thickness, $T$, the height of the bottom of the pile cap above the “adjusted” bed, $H_{pc}$, the width of the pile cap, $b_{pc}$, and $y_{2(\text{max})}$, the effective diameter of the pile cap, $D'_{pc}$, can be obtained from Figure 5 or the following equation:

$$
D'_{pc} = K_\alpha b_{pc} \exp \left[ -2.7 + 0.5 \ln_e \left( \frac{T}{y_{2(\text{max})}} \right) -2.8 \left( \frac{H_{pc}}{y_{2(\text{max})}} \right)^3 + 1.76 \exp \left( -\frac{H_{pc}}{y_{2(\text{max})}} \right) \right],
$$

(10)

where

\[ D'_{pc} \equiv \text{effective diameter/width of the pile cap (i.e. the diameter/width of a water surface penetrating pile (with the same shape as the pile cap) that will experience the same local scour depth as the pile cap),} \]

\[ T \equiv \text{thickness of the pile cap for completely submerged pile cap or the depth of submergence of a partially submerged pile cap, and} \]

\[ H_{pc} \equiv \text{distance between the adjusted bed and the bottom of the pile cap.} \]
NOTE: Neither \( \frac{T}{y_{2(\text{max})}} \) nor \( \frac{H_{pc}}{y_{2(\text{max})}} \) can exceed the value of 1.0. If the computed value is greater than 1.0, set it equal to 1.0.

f. Compute the Shape Factor for the pile cap (which depends on the shape of the pile cap and the flow skew angle) using the following equation:

\[
K_s = \begin{cases} 
1.0 & \text{for circular or rounded nose pile caps} \\
0.9 + 0.66 \left( \alpha - \frac{\pi}{4} \right) & \text{for square nose pile caps}
\end{cases} \tag{11}
\]

g. Knowing \( D_{pc}^{*}, D_{50}, y_2, V_1, V_c, V_{lp}, \) and \( K_s \), the scour depth created by the pile cap, \( y_{s(pc)} \), can be estimated using single pile, equilibrium scour depth prediction equations such as those given in Appendix B. Note that the structure shape factor is used in the scour depth calculation.

7. **Compute the local scour depth due to the Pile Group**

a. Lower the bed elevation (and increase the water depth) by one-half the scour depth produced by the Pile Cap, \( y_{s(pc)} \),

\[
y_3 = y_2 + \frac{y_{s(pc)}}{2} \tag{12}
\]

b. Adjust the velocity to account for the increased cross-sectional area using the following equation:

\[
V_3 = V_2 \frac{y_2}{y_3} \tag{13}
\]

c. Determine the value of the coefficient, \( K_m \), that accounts for the number of piles in the direction of the unskewed flow. Note that this coefficient also depends on the pile centerline spacing, \( s \), normalized by the single pile diameter/width, \( b \) (i.e.
$K_m$ depends on $\frac{s}{b}$ as well as the number of piles in the unskewed flow direction, $m$.

$$K_m = \begin{cases} f_1(m) f_2\left(\frac{s}{b}\right) & \text{for flow skew angle, } \alpha \leq 3 \text{ degrees} \\ 1 & \text{for } \alpha > 3 \text{ degrees} \end{cases}, \quad (14)$$

$$f_1 = \begin{cases} 0.875 + 0.125m & 1 \leq m \leq 5 \\ 1.5 & 5 < m \end{cases}, \quad (15)$$

$$f_2 = \begin{cases} a_0 + a_1\left(\frac{s}{b}\right) & 1 \leq \left(\frac{s}{b}\right) \leq 3 \\ a_2 + a_3\left(\frac{s}{b}\right) & 3 \leq \left(\frac{s}{b}\right) \leq 10, \\ a_2 + a_3(10) & 10 < \left(\frac{s}{b}\right) \end{cases}, \quad (16)$$

where

$$a_0 \equiv -0.5 + 1.5\left(\frac{1}{f_1}\right),$$

$$a_1 \equiv 0.5 - 0.5\left(\frac{1}{f_1}\right),$$

$$a_2 \equiv 1.429 - 0.429\left(\frac{1}{f_1}\right) \text{ and}$$

$$a_3 \equiv -0.143 + 0.143\left(\frac{1}{f_1}\right).$$

d. Determine the “projected width” of the piles, $W_p$. This is the sum of the non-overlapping projections of the piles in the first two rows and the first column onto a vertical plane normal to the flow (Figure 3). The first column is the upstream column for piers skewed to the flow.

e. Determine the coefficient that accounts for the pile spacing, $K_{sp}$. Knowing the
centerline spacing between the piles, \( s \), and the pile width, \( b \), \( K_{sp} \) can be obtained from Figure 6 or the following equation:

\[
K_{sp} = 1 - \frac{4}{3} \left(1 - \frac{w_{pi}}{W_p}\right)^{2} \left(1 - \frac{1}{\left(\frac{s}{b}\right)^{0.6}}\right),
\]

(17)

where

\( w_{pi} \equiv \) projected width of an unobstructed single pile in the group and

\( W_p \equiv \) the projected width defined in 7.d. above.

See Figure 6 for a plot of this function.

f. If the top of the piles are at or above the water surface set \( K_h = 1.0 \) and advance to 7.i. Otherwise estimate the effective diameter/width of the pile group using the following equation:

\[
D_{pg}^* \approx \sqrt{\frac{W_p K_m H_{pg}}{5}},
\]

(18)

where

\( H_{pg} \equiv \) Distance from the adjusted bed to the top of the piles.

g. Compute the value of the parameter, \( y_{3(\text{max})} \), using the following equation (this places a limit on the magnitude of the water depth for the pile group scour calculations):

\[
y_{3(\text{max})} = \begin{cases} 
y_3 & \text{for } y_3 \leq 2.5D_{pg}^* \\
2.5D_{pg}^* & \text{for } y_3 > 2.5D_{pg}^*
\end{cases}.
\]

(19)

h. If the tops of the piles in the group are at or above the water surface set \( K_h = 1 \) and proceed to the next step (7.i.). If the tops of the piles are submerged (i.e. if \( H_{pg} \) is less than \( y_{3(\text{max})} \)) this will influence the scour depth produced by the group.
The coefficient that accounts for the height of the pile group above the adjusted bed, $K_h$, can be obtained from Figure 7 or evaluated using the following equation:

$$K_h = 3.08 \left( \frac{H_{pg}}{y_{3(max)}} \right) - 5.23 \left( \frac{H_{pg}}{y_{3(max)}} \right)^2 + 5.25 \left( \frac{H_{pg}}{y_{3(max)}} \right)^3 - 2.10 \left( \frac{H_{pg}}{y_{3(max)}} \right)^4. \quad (20)$$

**NOTE:** If $\frac{H_{pg}}{y_{3(max)}}$ is greater than 1, set it equal to 1.

See Figure 7 for a plot of this function.

i. Knowing $W_p$, $K_{sp}$, $K_m$, and $K_h$, the effective diameter of the pile group can be determined from the following equation:

$$D_{pg}^* = K_m K_{sp} K_h W_p \quad (21)$$

where

$D_{pg}^*$ is the effective diameter/width of the pile group (i.e. the diameter/width of a water surface penetrating single circular pile that will experience the same local scour depth as the pile group).

j. If the tops of the piles in the group are at or above the water surface proceed to the next step (7.k.). If the tops of the piles are submerged compute the percent difference between the value of $D_{pg}^*$ computed in section 7.i and the estimated $D_{pg}^*$ value from section 7.f using:

$$\text{Percent Difference} = \left| \frac{D_{pg}^* \text{ (from 7i)} - D_{pg}^* \text{ (from 7f)}}{D_{pg}^* \text{ (from 7i)}} \right| \times 100. \quad (22)$$

If the percentage difference is less than 10% then proceed to the next step (7.k.). Otherwise repeat steps 7.f through 7.i using $D_{pg}^*$ computed in 7.i as the initial estimate in step 7.f. Continue this iterative process until the percent difference
is less than 10%.

k. Compute the Shape Factor, $K_s$, for the pile group (which is a function of the skew angle, $\alpha$) using the following equation:

$$K_s \equiv \begin{cases} 1.0 & \text{for circular individual piles} \\ 0.9 + 0.66 \left( \frac{\alpha}{\pi} - \frac{\pi}{4} \right) & \text{for square piles} \end{cases}$$  \hspace{1cm} (22)

l. Knowing $D_{pg}^*$, $D_{50}$, $y_3$, $V_3$, $V_c$, and $K_s$, the scour depth created by the pile group, $y_{s(pg)}$, can be estimated using single pile, equilibrium scour depth equations such as those given in Appendix B. Note that the structure shape factor is used in the scour depth calculation.

8. Compute the **Total Scour Depth for the Complex Pier**

The total estimated local scour depth at the complex pier is then the sum of the scour depths produced by the components of the pier,

$$y_s = y_{s(col)} + y_{s(pc)} + y_{s(pg)}$$  \hspace{1cm} (23)
The piles in the pile group are in rows and columns when viewed from above. The rows are normal to the unskewed flow and the columns are parallel to the flow. The number of piles in a row (i.e. the number of piles normal to the unskewed flow) is denoted by, n, and the number in the column by, m. In

Figure 1. Complex Pier definition sketch showing bed adjusted for long-term scour, channel degradation and contraction scour.
The projected width of the pile group, $W_p$, is obtained by summing the unobstructed projections of the piles in the first two rows and the first column onto a vertical plane that is normal to the flow. For the 3 x 8 pile group shown in the figure $W_p = l_1 + l_2 + l_3$. 

Figure 2. Complex Pier divided into its components, column, pile cap and pile group. The adjustment of the bed elevation for the scour due to the components.
Figure 4. Effective diameter of the pile column, $D_{col}^*$, as a function of the height of the column above the adjusted bed, $H_{col}$, and the pile cap extension in front of the column, $f$. 
Figure 5. Effective diameter of the pile cap, $D_{pc^*}$, as a function of the height of the bottom of the pile cap above the adjusted bed and the thickness of the pile cap, T.
Figure 6. Pile spacing coefficient, $K_{sp}$ as a function of the pile centerline spacing, $s$, and the projected width of a single, unobstructed pile in the group, $w_{pi}$. 
Figure 7. Pile group submergence coefficient, $K_h$, as a function of the height of the top of the piles above the adjusted bed.


APPENDIX A
EXPERIMENTAL DATA
The data presented in this appendix was obtained in several laboratories as discussed in the main report. The symbols in the tables are defined in Figure A1 and in the List of Symbols in the main report. In order to account for the impact of the pile cap on the scour produced by the column a thin plate was attached to the bottom of the column with varying protrusions lengths ($f$). The pile caps in the “pile cap alone” experiments were supported by small rods from above. These configurations are shown schematically in Figure A1 below.

![Figure A1. Schematic drawings of experimental setups and symbols used in the following tables.](image-url)
### Table A1

Data for Column Only experiments. Data obtained by Sterling Jones at FHWA.

<table>
<thead>
<tr>
<th>RUN No.</th>
<th>$y_0$ (m)</th>
<th>$D_{50}$ (mm)</th>
<th>$V$ (m/s)</th>
<th>$V_c$ (m/s)</th>
<th>$V/V_c$</th>
<th>$H_{col}$ (m)</th>
<th>$b_{col}$ (m)</th>
<th>$f$ (m)</th>
<th>$f/b_{col}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>67</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.95</td>
<td>0.30</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>63</td>
<td>0.305</td>
<td>1</td>
<td>0.40</td>
<td>0.44</td>
<td>0.92</td>
<td>-0.24</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>64</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>-0.18</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>65</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>-0.12</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>66</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>-0.06</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>68</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.95</td>
<td>0.00</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>69</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.06</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>70</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.93</td>
<td>0.12</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>71</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>0.18</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>72</td>
<td>0.305</td>
<td>1</td>
<td>0.40</td>
<td>0.44</td>
<td>0.92</td>
<td>0.24</td>
<td>0.1524</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>73</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.00</td>
<td>0.1143</td>
<td>1.143</td>
<td>1.500</td>
</tr>
<tr>
<td>74</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.06</td>
<td>0.1143</td>
<td>1.06</td>
<td>1.500</td>
</tr>
<tr>
<td>81</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.00</td>
<td>0.0762</td>
<td>0.0762</td>
<td>0.500</td>
</tr>
<tr>
<td>83</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.99</td>
<td>0.06</td>
<td>0.0762</td>
<td>0.06</td>
<td>0.500</td>
</tr>
<tr>
<td>84</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.95</td>
<td>0.12</td>
<td>0.0762</td>
<td>0.12</td>
<td>0.500</td>
</tr>
<tr>
<td>85</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.18</td>
<td>0.0762</td>
<td>0.18</td>
<td>0.500</td>
</tr>
<tr>
<td>75</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>0.00</td>
<td>0.0381</td>
<td>0.0381</td>
<td>0.167</td>
</tr>
<tr>
<td>76</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.97</td>
<td>0.06</td>
<td>0.0381</td>
<td>0.06</td>
<td>0.167</td>
</tr>
<tr>
<td>77</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.12</td>
<td>0.0381</td>
<td>0.12</td>
<td>0.167</td>
</tr>
<tr>
<td>79</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.18</td>
<td>0.0381</td>
<td>0.18</td>
<td>0.167</td>
</tr>
<tr>
<td>80</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.24</td>
<td>0.0381</td>
<td>0.24</td>
<td>0.167</td>
</tr>
<tr>
<td>95</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.00</td>
<td>0.2667</td>
<td>0.2667</td>
<td>3.500</td>
</tr>
<tr>
<td>96</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.06</td>
<td>0.2667</td>
<td>0.2667</td>
<td>3.500</td>
</tr>
<tr>
<td>91</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.00</td>
<td>0.2286</td>
<td>0.2286</td>
<td>1.500</td>
</tr>
<tr>
<td>92</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.06</td>
<td>0.2286</td>
<td>0.2286</td>
<td>1.500</td>
</tr>
<tr>
<td>93</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.98</td>
<td>0.12</td>
<td>0.2286</td>
<td>0.2286</td>
<td>1.500</td>
</tr>
<tr>
<td>94</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.98</td>
<td>0.18</td>
<td>0.2286</td>
<td>0.2286</td>
<td>1.500</td>
</tr>
<tr>
<td>86</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.00</td>
<td>0.1905</td>
<td>0.1905</td>
<td>0.833</td>
</tr>
<tr>
<td>87</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.98</td>
<td>0.06</td>
<td>0.1905</td>
<td>0.1905</td>
<td>0.833</td>
</tr>
<tr>
<td>88</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.12</td>
<td>0.1905</td>
<td>0.1905</td>
<td>0.833</td>
</tr>
<tr>
<td>89</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>0.18</td>
<td>0.1905</td>
<td>0.1905</td>
<td>0.833</td>
</tr>
<tr>
<td>90</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.24</td>
<td>0.1905</td>
<td>0.1905</td>
<td>0.833</td>
</tr>
</tbody>
</table>
Table A2. Data for Pile Cap Only experiments. Data obtained by D. Max Sheppard at the University of Florida and Sterling Jones at FHWA.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>$y_0$ (m)</th>
<th>$D_{50}$ (mm)</th>
<th>$V$ (m/s)</th>
<th>$V_C$ (m/s)</th>
<th>$V/V_C$</th>
<th>$T$ (m)</th>
<th>$H_{pc}$ (m)</th>
<th>$b_{pc}$ (m)</th>
<th>$y_s$ Measured (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.97</td>
<td>0.030</td>
<td>0</td>
<td>0.305</td>
<td>0.1006</td>
</tr>
<tr>
<td>58</td>
<td>0.305</td>
<td>1</td>
<td>0.39</td>
<td>0.44</td>
<td>0.90</td>
<td>0.030</td>
<td>0.091</td>
<td>0.305</td>
<td>0.0347</td>
</tr>
<tr>
<td>59</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.94</td>
<td>0.030</td>
<td>0.152</td>
<td>0.305</td>
<td>0.0189</td>
</tr>
<tr>
<td>61</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.95</td>
<td>0.030</td>
<td>0.183</td>
<td>0.305</td>
<td>0.0134</td>
</tr>
<tr>
<td>5</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.030</td>
<td>0.244</td>
<td>0.305</td>
<td>0.0146</td>
</tr>
<tr>
<td>6</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.030</td>
<td>0.274</td>
<td>0.305</td>
<td>0.0018</td>
</tr>
<tr>
<td>7</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.061</td>
<td>0</td>
<td>0.305</td>
<td>0.1317</td>
</tr>
<tr>
<td>12</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.061</td>
<td>0.091</td>
<td>0.305</td>
<td>0.0671</td>
</tr>
<tr>
<td>10</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.061</td>
<td>0.091</td>
<td>0.305</td>
<td>0.0677</td>
</tr>
<tr>
<td>8</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.061</td>
<td>0.152</td>
<td>0.305</td>
<td>0.0408</td>
</tr>
<tr>
<td>9</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.061</td>
<td>0.183</td>
<td>0.305</td>
<td>0.0268</td>
</tr>
<tr>
<td>11</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.061</td>
<td>0.244</td>
<td>0.305</td>
<td>0.0165</td>
</tr>
<tr>
<td>13</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.061</td>
<td>0.274</td>
<td>0.305</td>
<td>0.0067</td>
</tr>
<tr>
<td>14</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.091</td>
<td>0</td>
<td>0.305</td>
<td>0.1412</td>
</tr>
<tr>
<td>15</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.091</td>
<td>0.091</td>
<td>0.305</td>
<td>0.0817</td>
</tr>
<tr>
<td>16</td>
<td>0.305</td>
<td>1</td>
<td>0.41</td>
<td>0.44</td>
<td>0.93</td>
<td>0.091</td>
<td>0.152</td>
<td>0.305</td>
<td>0.0543</td>
</tr>
<tr>
<td>17</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.95</td>
<td>0.091</td>
<td>0.183</td>
<td>0.305</td>
<td>0.0634</td>
</tr>
<tr>
<td>18</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.97</td>
<td>0.091</td>
<td>0.244</td>
<td>0.305</td>
<td>0.0317</td>
</tr>
<tr>
<td>19</td>
<td>0.305</td>
<td>1</td>
<td>0.43</td>
<td>0.44</td>
<td>0.97</td>
<td>0.122</td>
<td>0</td>
<td>0.305</td>
<td>0.1750</td>
</tr>
<tr>
<td>20</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.122</td>
<td>0.091</td>
<td>0.305</td>
<td>0.1018</td>
</tr>
<tr>
<td>21</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.122</td>
<td>0.152</td>
<td>0.305</td>
<td>0.0701</td>
</tr>
<tr>
<td>22</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.97</td>
<td>0.122</td>
<td>0.183</td>
<td>0.305</td>
<td>0.0792</td>
</tr>
<tr>
<td>11</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.122</td>
<td>0.244</td>
<td>0.305</td>
<td>0.0165</td>
</tr>
<tr>
<td>6</td>
<td>0.305</td>
<td>1</td>
<td>0.42</td>
<td>0.44</td>
<td>0.96</td>
<td>0.122</td>
<td>0.274</td>
<td>0.305</td>
<td>0.0018</td>
</tr>
<tr>
<td>A</td>
<td>0.305</td>
<td>0.18</td>
<td>0.27</td>
<td>0.27</td>
<td>0.99</td>
<td>0.183</td>
<td>0.183</td>
<td>0.305</td>
<td>0.0556</td>
</tr>
<tr>
<td>B</td>
<td>0.305</td>
<td>0.18</td>
<td>0.25</td>
<td>0.27</td>
<td>0.92</td>
<td>0.183</td>
<td>0.122</td>
<td>0.305</td>
<td>0.0730</td>
</tr>
<tr>
<td>C</td>
<td>0.305</td>
<td>0.18</td>
<td>0.25</td>
<td>0.27</td>
<td>0.92</td>
<td>0.183</td>
<td>0</td>
<td>0.305</td>
<td>0.1270</td>
</tr>
<tr>
<td>D</td>
<td>0.305</td>
<td>0.18</td>
<td>0.25</td>
<td>0.27</td>
<td>0.92</td>
<td>0.244</td>
<td>0.122</td>
<td>0.305</td>
<td>0.0762</td>
</tr>
<tr>
<td>E</td>
<td>0.305</td>
<td>0.18</td>
<td>0.25</td>
<td>0.27</td>
<td>0.92</td>
<td>0.244</td>
<td>0.061</td>
<td>0.305</td>
<td>0.1333</td>
</tr>
<tr>
<td>F</td>
<td>0.305</td>
<td>0.18</td>
<td>0.25</td>
<td>0.27</td>
<td>0.92</td>
<td>0.244</td>
<td>0</td>
<td>0.305</td>
<td>0.1730</td>
</tr>
</tbody>
</table>
### Table A3. Data for Pile Groups Only experiments. Data obtained by D. Max Sheppard at the University of Florida and Conte USGS Laboratory.

<table>
<thead>
<tr>
<th>RUN No.</th>
<th>y$_0$ (m)</th>
<th>D$_{50}$ (mm)</th>
<th>V$_c$ (m/s)</th>
<th>V (m/s)</th>
<th>V/V$_c$</th>
<th>H$_{pg}$ (m)</th>
<th>(\alpha)</th>
<th>n</th>
<th>m</th>
<th>b (m)</th>
<th>s/b</th>
<th>y$_s$ Measured (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.356</td>
<td>0.172</td>
<td>0.28</td>
<td>0.23</td>
<td>0.83</td>
<td>0.089</td>
<td>90</td>
<td>8</td>
<td>3</td>
<td>0.03175</td>
<td>3</td>
<td>0.076</td>
</tr>
<tr>
<td>2</td>
<td>0.356</td>
<td>0.172</td>
<td>0.28</td>
<td>0.23</td>
<td>0.82</td>
<td>0.089</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0.03175</td>
<td>3</td>
<td>0.069</td>
</tr>
<tr>
<td>3</td>
<td>0.368</td>
<td>0.172</td>
<td>0.28</td>
<td>0.23</td>
<td>0.84</td>
<td>0.184</td>
<td>90</td>
<td>8</td>
<td>3</td>
<td>0.03175</td>
<td>3</td>
<td>0.114</td>
</tr>
<tr>
<td>4</td>
<td>0.375</td>
<td>0.172</td>
<td>0.28</td>
<td>0.23</td>
<td>0.85</td>
<td>0.187</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0.03175</td>
<td>3</td>
<td>0.097</td>
</tr>
<tr>
<td>5</td>
<td>0.391</td>
<td>0.189</td>
<td>0.28</td>
<td>0.23</td>
<td>0.80</td>
<td>0.294</td>
<td>90</td>
<td>8</td>
<td>3</td>
<td>0.03175</td>
<td>3</td>
<td>0.146</td>
</tr>
<tr>
<td>6</td>
<td>0.373</td>
<td>0.189</td>
<td>0.28</td>
<td>0.25</td>
<td>0.89</td>
<td>0.279</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0.03175</td>
<td>3</td>
<td>0.102</td>
</tr>
<tr>
<td>7</td>
<td>0.381</td>
<td>0.172</td>
<td>0.28</td>
<td>0.24</td>
<td>0.87</td>
<td>0.381</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0.03175</td>
<td>3</td>
<td>0.132</td>
</tr>
<tr>
<td>8</td>
<td>1.201</td>
<td>0.22</td>
<td>0.32</td>
<td>0.33</td>
<td>1.03</td>
<td>1.201</td>
<td>90</td>
<td>8</td>
<td>3</td>
<td>0.03175</td>
<td>3</td>
<td>0.241</td>
</tr>
<tr>
<td>9</td>
<td>1.199</td>
<td>0.22</td>
<td>0.32</td>
<td>0.30</td>
<td>0.96</td>
<td>1.198</td>
<td>70</td>
<td>3</td>
<td>8</td>
<td>0.03175</td>
<td>3</td>
<td>0.380</td>
</tr>
<tr>
<td>10</td>
<td>0.381</td>
<td>0.172</td>
<td>0.28</td>
<td>0.23</td>
<td>0.81</td>
<td>0.381</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0.03175</td>
<td>6</td>
<td>0.085</td>
</tr>
<tr>
<td>11</td>
<td>0.381</td>
<td>0.172</td>
<td>0.26</td>
<td>0.23</td>
<td>0.88</td>
<td>0.381</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0.03175</td>
<td>3</td>
<td>0.089</td>
</tr>
<tr>
<td>12</td>
<td>0.381</td>
<td>0.172</td>
<td>0.27</td>
<td>0.28</td>
<td>1.04</td>
<td>0.381</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>0.03175</td>
<td>3</td>
<td>0.122</td>
</tr>
<tr>
<td>13</td>
<td>0.378</td>
<td>0.172</td>
<td>0.27</td>
<td>0.23</td>
<td>0.87</td>
<td>0.381</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>0.03175</td>
<td>3</td>
<td>0.1143</td>
</tr>
</tbody>
</table>

### Table A4. Data for Pile Group Submergence Only experiments. Data obtained by D. Max Sheppard at the University of Florida.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>n</th>
<th>m</th>
<th>H$_{pg}$/y$_o$ Water Depth, y$_0$ (m)</th>
<th>Wp (m)</th>
<th>b/Wp</th>
<th>H$_{pg}$ (m)</th>
<th>Sediment Diameter, D$_{50}$ (mm)</th>
<th>V/V$_c$</th>
<th>D* (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>3</td>
<td>(\frac{1}{4}) 0.356 0.254 0.125 0.09 0.172 0.803 0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>8</td>
<td>(\frac{1}{4}) 0.356 0.095 0.333 0.09 0.172 0.793 0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>3</td>
<td>(\frac{1}{2}) 0.368 0.254 0.125 0.18 0.172 0.811 0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>8</td>
<td>(\frac{1}{2}) 0.375 0.095 0.333 0.19 0.172 0.820 0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>3</td>
<td>(\frac{1}{4}) 0.392 0.254 0.125 0.29 0.189 0.781 0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>8</td>
<td>(\frac{1}{4}) 0.373 0.095 0.333 0.28 0.189 0.859 0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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EQUILIBRIUM LOCAL SCOUR DEPTHS AT SINGLE PILES

INTRODUCTION
The equations and methods for computing equilibrium local scour depths at circular piles discussed in this appendix are the most recent version of those originally proposed by Sheppard et al. (1995). The equations presented here have been improved over the original version as new data was obtained.

Equilibrium local scour depth at a single circular pile can be computed as follows (refer to the Figures B1 and B2). For design purposes, local scour depth is computed using equations that plot as shown in the schematic drawing of $\frac{y_s}{b}$ vs. $\frac{V}{V_c}$ in Figure B2. If the velocity where the scour depth is desired is in the clearwater scour range (i.e. $0.47 \leq \frac{V}{V_c} \leq 1.0$) the scour is computed using the equation for the curve between points 1 and 2 in the sketch. For velocities in the live bed scour range $1.0 < \frac{V}{V_c} \leq \frac{V_{lp}}{V_c}$, (where $V_{lp}$ is the velocity at the live bed peak scour depth) the equation for the line between points 2 and 3 is used. For $\frac{V}{V_c} > \frac{V_{lp}}{V_c}$, the dimensionless scour depth remains constant at the value at point 3.

Figure B1. Definition sketch of local scour at a circular pile.
Figure B2. Definition sketch. Normalized equilibrium, local scour depth versus normalized depth averaged velocity.

The critical depth averaged velocity, $V_c$, must be obtained first. Knowing the median sediment size, $D_{50}$, sediment specific gravity, $sg$, water depth, $y_0$, and relative roughness of the bed, RR, the critical velocity can be computed using equations presented near the end of this appendix or (for quartz sand) obtained from Figures B3 thru B5. These equations and curves are based on Shield’s Diagram. Guidelines for the proper value of RR to use can be found in Table B1. For relatively smooth sandy bottom channels void of vegetation, a relative roughness of 10 to 15 would be appropriate. For vegetated channels or channels with oyster beds or rock outcroppings, larger values, on the order of 20 to 30 or even higher, should be used. The value of critical velocity is not very sensitive to relative roughness of the bed; thus, errors in estimating this value will not have a major impact on critical velocity predictions. Knowing the design and critical velocities, the scour regime can be determined (i.e. is the design velocity in the clearwater scour or the live bed scour regime).
Clearwater Scour Equations

Clearwater Scour \( (0.47 \leq \frac{V}{V_c} \leq 1.0) \):

If the design velocity is in the clearwater scour range Equation 5 can be used to compute the scour depth.

\[
\frac{y_s}{b} = 2.5 K_s \left[ f_1 \left( \frac{y_0}{b} \right) f_2 \left( \frac{V}{V_c} \right) f_3 \left( \frac{b}{D_{50}} \right) \right],
\]

(B1)

where

\[
f_1 \left( \frac{y_0}{b} \right) = \tanh \left[ \left( \frac{y_0}{b} \right)^{0.4} \right],
\]

(B2)

\[
f_2 \left( \frac{V}{V_c} \right) = 1 - 1.75 \left[ \ln \left( \frac{V}{V_c} \right) \right]^2
\]

\[
f_3 \left( \frac{b}{D_{50}} \right) = \frac{3.05}{2.6 \exp \left[ 0.45 \left( \log \left( \frac{b}{D_{50}} \right) - 1.64 \right) \right] + 0.45 \exp \left[ -2.6 \left( \log \left( \frac{b}{D_{50}} \right) - 1.64 \right) \right]},
\]

(B3)

and

\[
K_s = \text{Shape factor (1 for circular piles)}.
\]

(B4)

\[
\frac{y_s}{b} = 2.5 K_s \left\{ \tanh \left[ \left( \frac{y_0}{b} \right)^{0.4} \right] \right\} \left\{ 1 - 1.75 \left[ \ln \left( \frac{V}{V_c} \right) \right]^2 \right\}
\]

\[
\left\{ \frac{3.05}{2.6 \exp \left[ 0.45 \left( \log \left( \frac{b}{D_{50}} \right) - 1.64 \right) \right] + 0.45 \exp \left[ -2.6 \left( \log \left( \frac{b}{D_{50}} \right) - 1.64 \right) \right]} \right\}.
\]

(B5)
If the design velocity is in the live bed regime, then the velocity where the maximum scour depth in the live bed range occurs ($V_{lp}$) (point 3 in Figure B2) must be determined. The velocity at which the so called, “live bed peak” occurs is thought to be the velocity where the flat bed planes out (i.e. the velocity where the dunes are swept away and the bed becomes planer). Several publications in the literature give information about, and methods for, computing the conditions under which the bed planes out. The results presented by Snamenskaya (1969) and those by van Rijn (1993) yield plane bed velocities that are very close to each other. Van Rijn’s method is easier to use and is thus the one recommended for use here.

In this method two conditions must be met. The velocity for each condition is computed and the larger of the two values used. Which of the two values is larger will depend on the sediment and water properties and the flow velocity and water depth. Van Rijn’s method and equations are presented near the end of this appendix. Plots using Snamenskaya’s results are presented in Figures B6 and B7.

Knowledge of the sediment size and size distribution, ($D_{50}$ and $D_{90}$), water depth, and water and sediment densities are needed in order to determine $V_{lp}$. If $D_{90}$ is not known it can be approximated by the value for $D_{50}$. This will yield a more conservative estimate for the equilibrium scour depth (i.e. a greater local scour depth).
Live Bed Scour Equations

Live Bed Scour

If \( 1.0 < \frac{V}{V_c} < \frac{V_{lp}}{V_c} \)

\[
\frac{y_s}{b} = K_s f_1 \left( \frac{y_0}{b} \right) \left[ 2.2 \left( \frac{V - V_c}{V_{lp} - V_c} \right) + 2.5 f_2 \left( \frac{b}{D_{50}} \right) \left( \frac{V_{lp} - V}{V_{lp} - V_c} \right) \right]. \tag{B6}
\]

If \( \frac{V}{V_c} > \frac{V_{lp}}{V_c} \)

\[
\frac{y_s}{D} = 2.2 K_s \tanh \left( \frac{y_0}{D} \right)^{0.4} \tag{B7}
\]

From the somewhat limited data in the literature for velocities near the live bed peak velocity the value of the constant, \( K_{lp} \) is approximately 2.2. Note that the scour depth at transition \( \left( \frac{V}{V_c} = 1 \right) \) must be computed as well as for the live bed design velocity since under some conditions, (small structures in large diameter sediment) the transition scour depth may be greater than that at the design velocity. The larger of the two values would be the correct one to use.

4.4 Local Scour Depths for Noncircular Piles

The scour depth for noncircular single piles can be computed by using the appropriate value for the shape factor \( K_s \) for the pile cross-sectional shape in Equations 5 - 7. Values for \( K_s \) from HEC-18 are reproduced in Table B2.
Table B1. Bed relative roughness, RR, guide.

<table>
<thead>
<tr>
<th>Bed Condition</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory flume, smooth bed– ripple forming sand ($D_{50} &lt; 0.6$ mm)</td>
<td>5.0</td>
</tr>
<tr>
<td>Laboratory flume, smooth bed – non-ripple forming sand ($D_{50} &gt; 0.6$ mm)</td>
<td>2.5</td>
</tr>
<tr>
<td>Laboratory flume, smooth bed – live bed test with dunes</td>
<td>10</td>
</tr>
<tr>
<td>Field – smooth bed</td>
<td>10</td>
</tr>
<tr>
<td>Field – moderate bed roughness</td>
<td>15</td>
</tr>
<tr>
<td>Field – rough bed</td>
<td>20</td>
</tr>
</tbody>
</table>

Table B2. Single pile shape coefficients (information from HEC-18).

<table>
<thead>
<tr>
<th>Pile Shape</th>
<th>Shape Factor $K_s$ ($K_1$ in HEC-18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circular</td>
<td>1.0</td>
</tr>
<tr>
<td>Square</td>
<td>0.9</td>
</tr>
<tr>
<td>Flow normal to side</td>
<td>0.9</td>
</tr>
<tr>
<td>Flow normal to edge</td>
<td>1.1</td>
</tr>
</tbody>
</table>
Critical Depth-Averaged Velocity

The critical bed shear stress and the associated critical depth-averaged velocity can be estimated using Shield’s Curve. These are the shear stresses and velocities that will initiate sediment motion on a flat bed.

\[
\tau_c = \rho \left[ (s_{-1})gD_{50} \right] \begin{cases} 
-0.005 + 0.0023 d^* - 0.000378 d^* \ln(d^*) + \frac{0.23}{d^*} & \text{for } 0.22 \leq d^* \leq 150 \\
0.0575 & \text{for } d^* > 150
\end{cases}
\]

\(d^* \equiv \left( \frac{(s_{-1})gD_{50}^{3}}{\nu^2} \right)^{1/3} \), \(\text{B8}\)

where

- \(\tau_c\) \equiv \text{critical bed shear stress (i.e. the shear stress that will initiate sediment motion)},
- \(\rho\) \equiv \text{mass density of the water (1.94 slugs/ft}^3 \text{ fresh and 1.99 slugs/ft}^3 \text{ salt STP)},
- \(s_{g}\) \equiv \text{specific gravity of the sediment (Quartz sand in fresh water 2.655)},
- \(g\) \equiv \text{acceleration of gravity (32.174 ft/s}^2\text{)},
- \(D_{50}\) \equiv \text{Median diameter of sediment},
- \(\nu\) \equiv \text{kinematic viscosity of water} \equiv \frac{\mu}{\rho} (1.076 \times 10^{-5} \text{ ft}^2/\text{s fresh} \& 1.049 \times 10^{-5} \text{ ft}^2/\text{s STP}),
- \(\mu\) \equiv \text{dynamic viscosity of water (2.09} \times 10^{-5} \text{ lb/ft/s STP)}.

For fully developed (water surface slope) driven flow under field conditions the relationship between depth-averaged velocity and bed shear stress is:

\[
V = 2.5 \sqrt{\frac{\tau}{\rho}} \ln e \left( \frac{11.0 y_0}{RR D_{50}} \right), \quad \text{(B10)}
\]

where

- \(RR\) \equiv \text{relative roughness of the bed (roughness height divided by the grain diameter)}.

Thus the critical depth-averaged velocity is,

\[
V_c = 2.5 \sqrt{\frac{\tau_c}{\rho}} \ln e \left( \frac{11.0 y_0}{RR D_{50}} \right). \quad \text{(B11)}
\]

Note that \(y_0\) and \(D_{50}\) must be in the same units.
Plots of critical velocity for range of parameters are presented in Figures B3 through B5.
Figure B3. Critical velocity for relative roughness = 10 and various $D_{50}$ sediment sizes for quartz sand and STP fresh water.
Figure B4. Critical velocity for Relative Roughness = 15 and various $D_{50}$ sediment sizes for quartz sand and STP fresh water.
Figure B5. Critical velocity for relative roughness = 20 and various $D_{50}$ sediment sizes for quartz sand and STP fresh water.
4.6 Live Bed Scour Peak Velocity

In van Rijn’s (1993) method for estimating the depth-averaged velocity where the bed planes out two conditions must be satisfied, 1) the dimensionless parameter, $T$, must be greater than 25 and 2) the Froude Number must be greater than 0.8. The smallest velocity that will satisfy both criteria is the value to be used in the live bed local scour equations.

\[
T \equiv \frac{\tau' - \tau_c}{\tau_c} \geq 25 \quad \text{and} \quad \text{(B12)} \\
\text{Fr} \geq 0.8, \quad \text{(B13)}
\]

where

\[
\tau' \equiv \rho g \left[ \frac{V}{18 \frac{\text{m}^{1/2}}{\text{s}}} \log_{10} \left( \frac{4y_0}{D_{90}} \right) \right]^2 = \rho g \left[ \frac{V}{32.6 \frac{\text{ft}^{1/2}}{\text{s}}} \log_{10} \left( \frac{4y_0}{D_{90}} \right) \right]^2, \quad \text{(B14)}
\]

$\tau_c \equiv$ critical bed shear stress (obtained from Shield's Curve),

\[
\text{Fr} \equiv \frac{V}{\sqrt{\text{gy}_0}} \quad \text{and} \quad \text{(B15)}
\]

$D_{90} \equiv 90\%$ of the sediment (by weight) has a diameter less than this value.

The smallest depth averaged velocity that will satisfy both conditions is the larger of the velocities computed as follows

\[
\tau' \equiv \rho g \left[ \frac{V}{18 \frac{\text{m}^{1/2}}{\text{s}}} \log_{10} \left( \frac{4y_0}{D_{90}} \right) \right]^2 = \rho g \left[ \frac{V}{32.6 \frac{\text{ft}^{1/2}}{\text{s}}} \log_{10} \left( \frac{4y_0}{D_{90}} \right) \right]^2 = 25\tau_c + \tau_c = 26\tau_c \quad \text{(B16)}
\]

Solving for $V$ in this equation yields the first equation
Equation 1

\[
V_1 = \sqrt{\frac{26\tau_c}{\rho g} \left( 18 \frac{m^{1/2}}{s} \right) \log_{10} \left( \frac{4y_0}{D_{90}} \right)} = \sqrt{\frac{26\tau_c}{\rho g} \left( 32.6 \frac{ft^{1/2}}{s} \right) \log_{10} \left( \frac{4y_0}{D_{90}} \right)}, \quad (B17)
\]

The second equation comes from the Froude Number criteria.

Equation 2

\[
V_2 = 0.8 \sqrt{gy_0} \quad (B18)
\]

\[
V_{lp} = \text{the greater of } V_1 \text{ and } V_2. \quad (B19)
\]

Plots of \(V_{lp}\) versus water depth, \(y_0\), for a range of quartz sediment diameters are given in Figures B6 and B7. These curves are based on Snamenskaya’s (1969) results, which as stated above, are very close to the values obtained using van Rijn’s method.
Figure B6. Plane bed velocity for $D_{50}$ sediment sizes between 0.1 mm and 0.6 mm using Snamenskaya’s (1969) results.
Figure B7. Plane bed velocity for $D_{50}$ sediment sizes between 0.7 mm and 2.0 mm using Snamenskaya’s (1969) results.